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#### Abstract

Recombination often concentrates in small regions called recombination hotspots where recombination is much higher than the genome's average. In many vertebrates, including humans, gene PRDM9 specifies which DNA motifs will be the target for breaks that initiate recombination, ultimately determining the location of recombination hotspots. Because the sequence that breaks (allowing recombination) is converted into the sequence that does not break (preventing recombination), the latter sequence is over-transmitted to future generations and recombination hotspots are selfdestructive. Given their self-destructive nature, recombination hotspots should eventually become extinct in genomes where they are found. While empirical evidence shows that individual hotspots do become inactive over time (die), hotspots are abundant in many vertebrates: a contradiction called the Recombination Hotspot Paradox. What saves recombination hotspots from their foretold extinction? Here we formulate a co-evolutionary model of the interaction among sequence-specific gene conversion, fertility selection, and recurrent mutation. We find that allelic frequencies oscillate leading to stable limit cycles. From a biological perspective this means that when fertility selection is weaker than gene conversion, it cannot stop individual hotspots from dying but can save them from extinction by driving their re-activation (resuscitation). In our model, mutation balances death and resuscitation of hotspots, thus maintaining their number over evolutionary time. Interestingly, we find that multiple alleles result in oscillations that are chaotic and multiple targets in oscillations that are asynchronous between targets thus helping to maintain the average genomic recombination probability constant. Furthermore, we find that the level of expression of PRDM9 should control for the fraction of targets that are hotspots and the overall temperature of the genome. Therefore, our coevolutionary model improves our understanding of how hotspots may be replaced, thus contributing to solve the Recombination Hotspot Paradox. From a more applied perspective our work provides testable predictions regarding the relation between mutation probability and fertility selection with life expectancy of hotspots.
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## 1. Introduction

Recombination-the exchange of genetic material between parental chromosomes-is a fundamental biological process that is key in generating DNA variability and trading information across genomes (Lenormand et al., 2016; Alves et al., 2017; Stapley et al., 2017; Peñalba and Wolf, 2020). It has a critical impact in ecology and evolution, e.g., selfish genes (Haig and Grafen, 1991), genomic architecture (Hansen, 2006), sexual reproduction (Otto and Lenormand, 2002), speciation (Butlin, 2005), and conservation (Frankham, 2005), as well as in human

[^0]disease, e.g., fertility (Nagaoka et al., 2012; Powers et al., 2020), cancer (Gerton and Hawley, 2005), association between genetic variants and illness (Slatkin, 2008; Rosenberg et al., 2010). The impact of recombination relies not only on its intensity but also on its distribution across the genome. Contrary to prior beliefs, recombination is not uniformly distributed across the genome but concentrated in small chromosomal regions where recombination is ten to a thousand times more frequent than the genome's average; these regions are known as recombination hotspots (Petes, 2001; Arnheim et al., 2007; Paigen and Petkov, 2010; Baudat et al., 2013) (although recombination hotspots are absent in some species such as Drosophila melanogaster (Heil et al., 2015)). In humans, most mammals and many vertebrates, the location of recombination hotspots is determined by the preference of alleles at the PRDM9 locus for binding specific DNA motifs (Myers et al., 2008, 2010; Baudat et al., 2010; Cavassim et al., 2022). Henceforth
we will use the term recombination hotspots to refer to these PRDM9-directed recombination hotspots.

Empirical work shows that recombination is initiated by a double-strand break (Padmore et al., 1991; Goyon and Lichten, 1993; Petes, 2001) and results in the conversion of the allele that breaks, enabling recombination (hot allele), into the allele that does not break, disabling recombination (cold allele) (Petes, 2001; Jeffreys and Neumann, 2002, 2005; Baudat et al., 2013). The mechanism that initiates recombination provides a transmission advantage to the cold allele over the hot allele (Petes, 2001; Jeffreys and Neumann, 2002, 2005; Baudat et al., 2013). It is thus a matter of time that recombination hotspots become chromosomal regions where recombination is as frequent as the average across the genome (Boulton et al., 1997) (henceforth recombination coldspots). This loss of activity is often referred to as the death of individual hotspots (Coop and Myers, 2007). The self-destructive nature of recombination hotspots means that they should become extinct in genomes where they are initially found (Boulton et al., 1997). However, evidence shows that far from being rare, recombination hotspots are abundant (Myers et al., 2005; Arnheim et al., 2007; Paigen and Petkov, 2010; Baudat et al., 2013). The Recombination Hotspot Paradox refers to the mismatch between the expected scarcity and observed abundance of recombination hotspots (Boulton et al., 1997): What saves recombination hotspots from their foretold extinction?

Consistent with the transient nature of individual hotspots and their paradoxical long-term persistence, humans and chimpanzees do not share many recombination hotspots and even human subpopulations exhibit some level of recombination hotspot variation (Ptak et al., 2004, 2005; Winckler et al., 2005; Coop et al., 2008; Stevison et al., 2015). This suggests that PRDM9 underlies rapidly changing recombinational landscapes (Ptak et al., 2004, 2005; Winckler et al., 2005; Coop et al., 2008; Stevison et al., 2015). Furthermore, empirical evidence indicates that PRDM9 evolves extraordinarily fast to the point that it has been considered the most rapidly evolving gene in many mammals (Ponting, 2011).

Because recombination underpins fundamental biological processes, the Recombination Hotspot Paradox has received much attention (Pineda-Krch and Redfield, 2005; Calabrese, 2007; Peters, 2008; Úbeda and Wilkins, 2011; Latrille et al., 2017; Úbeda et al., 2019). In spite of the attention, there is not a fully satisfactory solution to the paradox. The initial attempts to solve the paradox explored whether the beneficial effects of recombination on fertility-in particular how recombination favours proper chromosomal segregation during meiosis thus preventing the formation of aneuploid gametes (Fledel-Alon et al., 2009; Nagaoka et al., 2012; Ren et al., 2016; Powers et al., 2020)— can save recombination hotspots from extinction (Boulton et al., 1997; Pineda-Krch and Redfield, 2005; Calabrese, 2007; Peters, 2008). Evolutionary models found that cold alleles spread in the population due to their transmission advantage, even when these alleles reduce the fertility of individual carriers (Boulton et al., 1997; Pineda-Krch and Redfield, 2005; Calabrese, 2007; Peters, 2008). To maintain hot alleles, the benefits of recombination needed to be too strong to be realistic (Boulton et al., 1997; Pineda-Krch and Redfield, 2005; Calabrese, 2007; Peters, 2008). Furthermore, when fertility selection is strong enough, natural selection prevents individual hotspots from dying. This result contradicts empirical observations on the death of individual hotspots and the rapidly changing recombinational landscape over evolutionary time (Ptak et al., 2004, 2005; Winckler et al., 2005; Coop et al., 2008; Stevison et al., 2015; Ponting, 2011).

Advances in our understanding of the mechanisms initiating recombination found that, in many vertebrates, alleles at the PRDM9 locus code for a protein that binds a specific sequence
motif in hotspots (Myers et al., 2008, 2010; Baudat et al., 2010). Binding between protein and sequence causes a double-strand break (DSB) that initiates recombination at the binding site (Myers et al., 2010; Baudat et al., 2010). This observation led to the verbal argument that mutations in PRDM9 could create new recombination hotspots that counteract their individual loss due to gene conversion (Baudat et al., 2010). This verbal argument implicitly assumed that selection for a rare PRDM9 would drive this mutant to fixation in spite of the opposing effects of conversion on its target. The validity of this verbal argument was not supported by a mathematical model and there was no quantification of the strength of selection, if any, that could make this assumption true.

A first attempt to explore whether this argument was valid, used an agent-based model to simulate the co-evolution between PRDM9 and its target sites. This model found that fertility selection, gene conversion, mutation and genetic drift can result in the formation of new recombination hotspots (Úbeda and Wilkins, 2011). These authors argue that fertility selection could drive the birth of hotspots in numbers that compensate their death, thus leading to the long-term co-evolutionary oscillations between PRDM9 and its target motifs characteristic of Red Queen dynamics (Úbeda and Wilkins, 2011; Schenk et al., 2020). However, the model falls short to establish that fluctuating selection acting on PRDM9 and its target sites can result in the longterm oscillations. In particular, the long-term behaviour of the system is unclear. Due to computational limitations, the number of generations explored in the model of Úbeda and Wilkins (2011) is not enough to determine whether in the long-term the birth of hotspots would compensate their death and/or whether the intensity of hotspots will be maintained. Furthermore, the cause of any oscillatory behaviour remains obscure. Due to the number of processes considered (fertility selection, gene conversion, genetic drift, and mutation), it remained unclear whether the birth of hotspots could be attributed mostly to selection or drift. Thus a solution to the paradox remained elusive.

A second attempt to understand the long-term persistence of recombination hotspots, formulated a stochastic model of the evolution of PRDM9 (a one-locus model) under fertility selection, mutation and genetic drift (Latrille et al., 2017). This research also found that fertility selection, mutation and drift can lead to the birth of recombination hotspots. However, in Latrille et al. (2017) the dynamics of alleles at target sites was not modelled explicitly. The model assumed that mutations in PRDM9 result in fully functional recombination hotspots and that conversion at target sites is a function of the frequency of alleles at the PRDM9 locus. That is, Latrille et al. (2017) model the evolution of alleles at PRDM9, but ignore the evolutionary feedback of alleles at target sites. However, the dynamics of alleles at PRDM9 cannot be decoupled from the dynamics of alleles at its target sites-it is their co-evolution that determines whether target sites will be fully functional recombination hotspots or not, and also determines how conversion works as a function of the frequency of motifs at target sites. To show that long-term oscillations between PRDM9 and its target motifs-Red Queen dynamics-can solve the paradox, requires modelling the co-evolution of PRDM9 and its target sites (Schenk et al., 2017, 2020)—as opposed to modelling the evolution of PRDM9 given the assumed oscillatory behaviour of target sites.

The most recent attempt to understand the long-term persistence of recombination hotspots formulated a deterministic model of the co-evolution between PRDM9 and one target site (a two-locus model) under fertility selection and gene conversion (Úbeda et al., 2019). This research found that when a hotspot dies because its binding motif is replaced by a non-binding motif, fertility selection favours the spread of a mutant allele at PRDM9
that binds precisely the non-binding motif at the same recombination site. Thus, natural selection favours the reactivation of recombinational activity at the target site where recombinational activity ceased due to conversion (resuscitation of hotspots). The model in Úbeda et al. (2019) demonstrates that in the more realistic case when fertility selection is weak, the co-evolution between PRDM9 and its target sites is more complex than expected from verbal arguments, and results in two different dynamics: (i) when both alleles are frequent at the target site, co-evolutionary oscillations between PRDM9 alleles and its target motifs settle into intermediate recombination levels-midway between the ones in hotspots and coldspots, (ii) when mostly one allele segregates at the target site, co-evolutionary oscillations settle (in practical terms) either into a hotspot or a coldspot. In the long-term, the first dynamics results in target sites with mild and constant recombination whereas the second results in hotspots that do not die. These results are contrary to empirical observations on the death of individual hotspots and the rapidly changing recombinational landscape (Ptak et al., 2004, 2005; Winckler et al., 2005; Coop et al., 2008; Stevison et al., 2015; Ponting, 2011). The model in Úbeda et al. (2019) shows that resuscitation and/or birth of hotspots can either under-compensate or over-compensate their death but does not balance birth and death of hotspots across the genome over evolutionary time.

Here we advance the most recent attempt to model the longterm persistence of recombination hotspots (Úbeda et al., 2019) by incorporating recurrent mutation, both at the PRDM9 locus and its target sites-an evolutionary force neglected in Úbeda et al. (2019). We explore the possibility that the addition of mutation may result in Red Queen dynamics that, in turn, solve the paradox. We thus formulate a deterministic model of the co-evolution between PRDM9 and one target site (a two-locus model) under fertility selection, gene conversion and recurrent mutation at both loci. Furthermore, we explore the effect on the co-evolutionary dynamics of adding realism by having more than two alleles at each locus and more than one target locus (a threelocus model). Finally, we bridge the gap between deterministic predictions and stochastic observations by formulating and exploring a multilocus finite population version of our deterministic model.

From a theoretical perspective we discuss the implications of our model for solving the Recombination Hotspots Paradox. From a more applied perspective, we discuss the insight provided by our model into the mechanism and genomic distribution of PRDM9-directed recombination hotspots. These results allow us to predict how the life-expectancy of hotspots changes with the strength of fertility selection, conversion, mutation (at each of the loci), and the number of targets, thus opening the possibility of calibrating our model with empirical data.

## 2. Models

We model the interaction between one locus (the PRDM9 locus) coding for a protein that recognises specific motifs at one or more loci (the PRDM9 target loci) where crossover may be initiated. This is the behaviour of gene PRDM9 responsible for the location of recombination hotspots in humans and many vertebrates (Myers et al., 2010; Baudat et al., 2010, 2013; Cavassim et al., 2022).

First we introduce a deterministic model of the co-evolution between the PRDM9 locus and one of its target loci with any number of alleles at each of these two loci (a two-locus multi-allele model). This model describes the change in gamete frequencies under fertility selection, gene conversion and recurrent mutation at both loci, when the population is large enough that the effect of genetic drift can be ignored. However, our research focuses
on the special case when the two loci carry two alleles (a twolocus two-allele model). We diverge from previous co-evolutionary deterministic models mostly by considering the role of recurrent mutation at PRDM9 and target loci. In addition, we assume that recombination between PRDM9 and its target is independent from crossover at the target site and that there might be fertility costs due to lack of crossover as opposed to double-strand breaks at the target site, assumptions that also diverge from previous work (Úbeda et al., 2019).

To assess the predictive power of this simple model in more realistic scenarios, we increase the number of alleles at each locus and the number of target loci in a chromosome. First we explore the case of a one-target model with three alleles segregating at each locus. This exploration does not require the formulation of a new model but relies on the general one-target multi-allele model already formulated. Second we explore the case of a twotarget model with two alleles segregating at each locus. This exploration requires the formulation of a two-target multi-allele model (a three-locus multi-allele model).

Finally, we introduce a stochastic model of the co-evolution between PRDM9 and multiple target loci with each of these loci segregating multiple target alleles (a multi-locus multi-allele stochastic model). This model adds genetic drift to the dynamics of the deterministic model, thus bridging the gap between the dynamics of infinite and finite populations.

Following previous work, throughout we assume a randomly mating diploid population with equivalent sexes and non-overlapping generations (Boulton et al., 1997; Pineda-Krch and Redfield, 2005; Úbeda and Wilkins, 2011; Latrille et al., 2017; Úbeda et al., 2019). We assume that recombination between PRDM9 and its targets occurs with probability $r_{m}$, where $0 \leq r_{m} \leq$ $\frac{1}{2}$. In all presented numerical results we set $r_{m}=\frac{1}{2}$, as will be the case if PRDM9 and its targets lie on different chromosomes or are far apart on the same chromosome.

### 2.1. One target: Deterministic two-locus multi-allele model

In this model, the PRDM9 locus may carry alleles $A_{1}, A_{2}$, $\ldots, A_{I}$, each encoding a protein that attempts to bind a sequence motif at a target locus B . Locus B may carry alleles $B_{1}, B_{2}, \ldots, B_{K}$, each corresponding to a base pair motif that the protein produced by locus A may attempt to bind. Let $x_{i, k}$ be the frequency of type $A_{i} B_{k}$ in gametes. Notice that $0 \leq x_{i, k} \leq 1$ and $\sum_{i, k} x_{i, k}=$ 1. Random union of gametes results in a zygote with ordered genotype $\frac{A_{i} B_{k}}{A_{i} B_{l}}$ with frequency $x_{i, k} x_{j, l}$. The probability that this zygote reaches adulthood is independent of its genotype, but its genotype determines the outcome of meiosis in adults. In each generation, both PRDM9 alleles in a diploid individual show the same level of expression. One protein from this pool is chosen at random (each type of protein having equal probability $\frac{1}{2}$ of being chosen) and attempts to bind one of the two target motifs at random (each target motif having equal probability $\frac{1}{2}$ of experiencing a binding attempt). We assume that there is only one binding attempt per individual per generation during meiosis. Therefore, in an individual with genotype $\frac{A_{i} B_{k}}{A_{j} B_{l}}$, four potential binding attempts can occur ( $A_{i} \rightarrow B_{k}, A_{i} \rightarrow B_{l}, A_{j} \rightarrow B_{k}, A_{j} \rightarrow B_{l}$ ), each with equal probability $\frac{1}{4}$ (Fig. 1).

The attempt of protein $A_{i}$ to bind motif $B_{k}$ is successful and results in a double-strand break of allele $B_{k}$ with probability $b_{i, k}$. The binding attempt is unsuccessful and does not result in a double-strand break with probability $1-b_{i, k}$ (where $0 \leq b_{i, k} \leq$ $1)$ ). The probability that during meiosis the protein produced by PRDM9 breaks target $B_{k}$ is $\bar{b}_{i j, k}=\frac{1}{2}\left(b_{i, k}+b_{j, k}\right)$ because only one of the proteins produced by the two modifier alleles attempts a break. Analogously, the probability that PRDM9 breaks target $B_{l}$ is $\bar{b}_{i j, l}=\frac{1}{2}\left(b_{i, l}+b_{j, l}\right)$. Therefore, the probability that the protein


Fig. 1. Model of recombination initiated by a double strand break (DSB) in a specific target sequence. The life cycle starts with the PRDM9 production of a protein that attempts to bind a motif at the target locus of one pair of homologous chromatids. If protein and target bind (represented by a match in colour between recognition sequence and motif), there is a DSB with probability $b$, and our model follows the canonical DSB repair model for the initiation of recombination (Szostak et al., 1983; Sun et al., 1991). Recombination results in crossover between flanking regions of the target with probability $r_{t}$ and conversion of the mismatched sequence with probability $c$. Recombination also results in crossover between alleles at PRDM9 and target locus on the homologous chromatids that experience a DSB attempt with probability $r_{m}$. Alleles segregate into gametes fairly. If there is no crossover at the target locus, alleles may not segregate properly resulting in non-viable gametes with probability $f$. Finally, mutation take place at each locus with probabilities $\mu_{A}$ at PRDM9, and $\mu_{B}$ at its target. For clarity, sister chromatids are represented in the first and last step only.
produced by PRDM9 breaks one of the two targets (either $B_{k}$ or $\left.B_{l}\right)$ is $\overline{\bar{b}}_{i j, k l}=\frac{1}{2}\left(\bar{b}_{i j, k}+\bar{b}_{i j, l}\right)$ because only one of the two sequence motifs at the target locus can break (Fig. 1).

A double-strand break initiates recombination, and the chromatid that breaks is repaired using its homologous chromatid as
a template (Lichten and Goldman, 1995; Petes, 2001). During the repair process there might be a crossover event in or near the target locus with probability $r_{t}$ and none with probability $1-r_{t}$, where $0 \leq r_{t} \leq 1$ (Lichten and Goldman, 1995; Petes, 2001). During the repair process the allelic motif that breaks is converted
into the allelic motif that does not break with probability $c$ and is restored to the allelic motif that breaks with probability $1-c$, where $0 \leq c \leq 1$ (Szostak et al., 1983; Sun et al., 1991; Lichten and Goldman, 1995; Petes, 2001). Notice that biased gene conversion results in the over-transmission of the allele that is less likely to break (Boulton et al., 1997; Petes, 2001). We assume that recombination between PRDM9 and its target is independent of crossover events at the target site. Consistent with previous work (Úbeda et al., 2019), we assume that recombination affects the pair of homologous chromatids that experience a binding attempt only. With probability $r_{m}$ there is recombination between PRDM9 and its target site and none with probability $1-r_{m}$, where $0 \leq r_{m} \leq \frac{1}{2}$. Recombination ends up with Mendelian segregation of alleles into gametes (Fig. 1).

Consistent with empirical observations and previous work (Fledel-Alon et al., 2009; Nagaoka et al., 2012; Ren et al., 2016; Powers et al., 2020; Boulton et al., 1997; Pineda-Krch and Redfield, 2005; Peters, 2008; Úbeda et al., 2019), we assume that individuals undergoing crossover at the target locus have proper chromosomal segregation and do not suffer any fitness cost, whereas individuals that do not undergo crossover at the target locus may have defective chromosomal segregation producing aneuploid (non-viable) gametes with probability $f$ (where $0 \leq f \leq 1$ ). Therefore, the fitness of individuals experiencing crossover at the target locus is 1 , and the fitness of individuals not experiencing crossover is $1-f$. Thus, we require a crossover at the target, which occurs with probability $r_{t}$ after a doublestrand break, to avoid the fitness cost $f$. Notice that this cost is independent of any recombination event between the PRDM9 and the target locus (Fig. 1).

The frequency of type $A_{i} B_{k}$ in gametes after gene conversion and fertility selection is

$$
\begin{align*}
x_{i, k}^{(r s)}= & \frac{1}{\bar{w}} \sum_{j, l}\left[\left(F \overline{\bar{b}}_{i j, k l}+\left(1-\overline{\bar{b}}_{i j, k l}\right)(1-f)\right) x_{i, k} x_{j, l}\right. \\
& -\frac{1}{4} c F\left(\bar{b}_{i j, k} x_{i, k} x_{j, l}-\bar{b}_{i j, l} x_{i, l} x_{j, k}\right) \\
& \left.-r_{m}\left((1-c) F \overline{\bar{b}}_{i j, k l}+\left(1-\overline{\bar{b}}_{i j, k l}\right)(1-f)\right)\left(x_{i, k} x_{j, l}-x_{i, l} x_{j, k}\right)\right] \tag{1}
\end{align*}
$$

where $F=r_{t}+\left(1-r_{t}\right)(1-f)$ is the expected fitness in the presence of a double-strand break, and
$\bar{w}=\sum_{i, k} \sum_{j, l}\left[F \overline{\bar{b}}_{i j, k l}+\left(1-\overline{\bar{b}}_{i j, k l}\right)(1-f)\right] x_{i, k} x_{j, l}$
is the population mean fitness. We note that depending on assumptions about the molecular mechanism during meiosis, there are various possibilities to model the interaction of recombination (between PRDM9 and its target) with gene conversion (at the target). They lead to slight variations in the above equation, but the structure and qualitative properties of the model remain unchanged (see Appendix A.1).

Finally, we add mutation to our model, both at PRDM9 and its target locus. We denote the mutation probability from $A_{i} \rightarrow A_{j}$ at locus A by $\mu_{A, i j}$ where $i \neq j$. The probability that $A_{i}$ does not mutate is $\mu_{A, i i}=1-\sum_{j: j \neq i} \mu_{A, i j}$. Analogously, we denote the mutation probabilities at locus B by $\mu_{B, k l}$. We assume that the mutation probabilities are sufficiently small, so that the probabilities that no mutation occurs are close to one for all alleles $A_{i}$ and $B_{k}$. Then the probability that the gametic type $A_{j} B_{l}$ changes to $A_{i} B_{k}$ as a result of a mutation is $\mu_{A, j i} \mu_{B, l k}$ (Fig. 1).

Gametic types segregate following Mendelian rules which brings us back to the beginning of the census. The frequencies of gametes after gene conversion, fertility selection, mutation and
reproduction are
$x_{i, k}^{\prime}=\sum_{j, l} x_{j, l}^{(r s)} \mu_{A, j i} \mu_{B, l k}$,
where $x_{j, l}^{(r s)}$ is given in Eq. (1).
These changes in gametic type frequencies underpin changes in the population mean crossover probability at the target locus,
$\bar{r}_{t}=\frac{1}{2} \sum_{i, k} \sum_{j, l} \overline{\bar{b}}_{i j, k l} r_{t} x_{i, k} x_{j, l}$,
which is the phenotype whose evolution we are interested in.

### 2.2. One target: Deterministic two-locus two-allele model

We specify the general model in the previous section for the particular case when there are two alleles $\left(A_{1}, A_{2}\right)$ at the PRDM9 locus and two alleles ( $B_{1}, B_{2}$ ) at its only target locus, resulting in four different gametic types $\left(A_{1} B_{1}, A_{1} B_{2}, A_{2} B_{1}, A_{2} B_{2}\right)$. We assume that a match between the subscripts of the PRDM9 allele and the target allelic sequence results in a double-strand break with probability $b$, that is $b_{i, k}=b$ if $i=k$ where $0 \leq b \leq 1$ and a mismatch between the subscripts prevents a double-strand break, that is $b_{i, k}=0$ if $i \neq k$. As such, whether alleles at the target loci are hot or cold depends on the allele at the PRDM9 locus, with alleles $B_{1}$ and $B_{2}$ being hot and cold respectively on a $A_{1}$ genetic background, but the same alleles $B_{1}$ and $B_{2}$ being cold and hot respectively on a $A_{2}$ genetic background. Similarly, two of the gametic types in this model $\left(A_{1} B_{1}, A_{2} B_{2}\right)$ correspond to types producing a protein that matches its own target sequence (recombination enabling types) and the other two ( $A_{1} B_{2}, A_{2} B_{1}$ ) correspond to gametic types producing a protein that does not match its own target sequence (recombination disabling types).

### 2.2.1. Gamete frequency dynamics

The dynamic system describing the change in frequency over time of each of these gametic types can be obtained by replacing generic subscripts $i$ and $k$ by specific subscripts 1 and 2 in Eq. (1). In addition, we switch to the notation: $x_{1}=x_{1,1}, x_{2}=x_{1,2}, x_{3}=$ $x_{2,1}, x_{4}=x_{2,2}$. Applying straightforward algebra to the multiallelic system (1) we find that the frequencies of the gametic types after gene conversion and fertility selection satisfy
$\bar{w} x_{1}^{(r s)}=w_{1} x_{1}-\delta_{r_{m}} D$,
$\bar{w} x_{2}^{(r s)}=w_{2} x_{2}+\delta_{r_{m}} D$,
$\bar{w} x_{3}^{(r s)}=w_{3} x_{3}+\delta_{r_{m}} D$,
$\bar{w} x_{4}^{(r s)}=w_{4} x_{4}-\delta_{r_{m}} D$,
where

$$
\begin{aligned}
w_{1}= & 1-\left(1-b r_{t}\right) f x_{1}-\left(\left(1-\frac{1}{2} b r_{t}\right) f+\frac{1}{4} b c\left(1-f\left(1-r_{t}\right)\right)\right) x_{2} \\
& -\left(1-\frac{1}{2} b r_{t}\right) f x_{3}-\left(1-\frac{1}{2} b r_{t}\right) f x_{4}, \\
w_{2}= & 1-\left(\left(1-\frac{1}{2} b r_{t}\right) f-\frac{1}{4} b c\left(1-f\left(1-r_{t}\right)\right)\right) x_{1}-f x_{2} \\
& -\left(1-\frac{1}{2} b r_{t}\right) f x_{3}-\left(1-\frac{1}{2} b r_{t}\right) f x_{4}, \\
w_{3}= & 1-\left(1-\frac{1}{2} b r_{t}\right) f x_{1}-\left(1-\frac{1}{2} b r_{t}\right) f x_{2} \\
& -f x_{3}-\left(\left(1-\frac{1}{2} b r_{t}\right) f-\frac{1}{4} b c\left(1-f\left(1-r_{t}\right)\right)\right) x_{4}, \\
w_{4}= & 1-\left(1-\frac{1}{2} b r_{t}\right) f x_{1}-\left(1-\frac{1}{2} b r_{t}\right) f x_{2} \\
& -\left(\left(1-\frac{1}{2} b r_{t}\right) f+\frac{1}{4} b c\left(1-f\left(1-r_{t}\right)\right)\right) x_{3}-\left(1-b r_{t}\right) f x_{4},
\end{aligned}
$$

$$
\begin{equation*}
\bar{w}=\sum_{i=1}^{4} x_{i} w_{i}=1-f\left(1-\frac{1}{2} b r_{t}\right)+\frac{1}{2} b r_{t} f\left(x_{1}^{2}+x_{4}^{2}-x_{2}^{2}-x_{3}^{2}\right) \tag{6}
\end{equation*}
$$

is the population mean fitness, which is not affected by conversion,
$D=x_{1} x_{4}-x_{2} x_{3}$
is the classical measure of linkage disequilibrium, and

$$
\begin{equation*}
\delta_{r_{m}}=\underbrace{\left(1-\frac{1}{2} b\right)}_{\text {no break }} \underbrace{(1-f)}_{\text {fertility }} r_{m}+\underbrace{\frac{1}{2} b}_{\text {break }} \underbrace{\left(1-f\left(1-r_{t}\right)\right)}_{\text {fertility }} \underbrace{\left(\frac{1}{4} c+(1-c) r_{m}\right)}_{\text {conversion }} \tag{9}
\end{equation*}
$$

is the effective recombination rate (Supplementary Mathematica notebook, Section 1). The system (5) has the same structure as a classical two-locus two-allele model with selection and recombination (cf. Bürger, 2000, Chap. II). The effective recombination rate $\delta_{r_{m}}$ invokes not only the physical recombination rate between PRDM9 and its target but also the effects of gene conversion and of fertility selection because, as in classical twolocus models, it has to incorporate the fitnesses of the double heterozygotes. If $r_{m}=\frac{1}{2}$ and $r_{t}=1$ (as we assume in all our numerical analyses), $\delta_{r_{m}}$ simplifies to
$\delta=\frac{1}{2}\left(1-\left(1-\frac{1}{2} b\right) f-\frac{1}{4} b c\right)$.
Finally, mutation modifies the gamete frequencies after gene conversion and fertility selection, $x_{i}^{(r)}$, according to (3).

In order to visibly reflect the effects of fertility selection and gene conversion on the selection terms in (5), we define the $4 \times 4$ matrix
$\mathbf{B}=b\left(\begin{array}{cccc}1 & \frac{1}{2} & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & 0 & \frac{1}{2} & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & 0 & \frac{1}{2} \\ \frac{1}{2} & \frac{1}{2} & \frac{1}{2} & 1\end{array}\right)$
of break probabilities, the $4 \times 4$ matrix
$\mathbf{C}=c\left(\begin{array}{cccc}0 & -\frac{1}{2} & 0 & 0 \\ \frac{1}{2} & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{2} \\ 0 & 0 & -\frac{1}{2} & 0\end{array}\right)$,
of conversion probabilities where entries ( $c_{i j}$ ) measure the expected gain of gamete $i$ caused by conversion to $j$ (which is negative if $i$ is converted to $j$, and positive if $j$ results from conversion of $i$ ), and the $4 \times 4$ matrix $\mathbf{U}$ of ones. Then the 'fitness' matrix $\mathbf{W}$ underlying the system (5) is given by
$\mathbf{W}=\mathbf{U}-f\left(\mathbf{U}-r_{t} \mathbf{B}\right)+\left(1-f\left(1-r_{t}\right)\right) \mathbf{B} \circ \mathbf{C}$,
where $\circ$ denotes the pointwise (Schur) product of matrices. This is easy to check by defining the column vector $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)^{\top}$ ( ${ }^{\top}$ denotes transposition), which contains the four gamete frequencies, and observing that $w_{i}=\sum_{j=1}^{4} \mathbf{W}_{i j} x_{j}$ and $\sum_{i=1}^{4} x_{i}=1$. However, because in our model $\mathbf{W}$ combines the effects of fertility selection and gene conversion, it is not symmetric and the entry $\mathbf{W}_{i j}$ is best interpreted in the game-theoretic sense as the payoff of gamete $i$ if 'playing' against gamete $j$.

Because mutations at the two loci occur independently, the mutation matrix $\mathbf{M}$ for gamete types is the Kronecker product
$\mathbf{M}=\mathbf{M}_{A} \otimes \mathbf{M}_{B}$
of the two one-locus mutation matrices
$\mathbf{M}_{A}=\left(\begin{array}{cc}1-\mu_{A} & \mu_{A} \\ \mu_{A} & 1-\mu_{A}\end{array}\right)$ and $\mathbf{M}_{B}=\left(\begin{array}{cc}1-\mu_{B} & \mu_{B} \\ \mu_{B} & 1-\mu_{B}\end{array}\right)$.

With these ingredients, the vector $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}, x_{4}^{\prime}\right)^{\top}$ of gametic frequencies after gene conversion, fertility selection, and mutation is given by
$\mathbf{x}^{\prime}=\frac{1}{\bar{w}} \mathbf{M}((\mathbf{W} \mathbf{x}) \circ \mathbf{x}-\mathbf{d} \delta D)$,
where $\mathbf{d}=(1,-1,-1,1)^{\top}$ determines the signs of the linkage disequilibrium terms. The state space of this dynamical system is the so-called 4-dimensional simplex, which consists of all vectors $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}, x_{4}\right)^{\top}$ of (biologically admissible) gamete frequencies (i.e., satisfying $x_{i} \geq 0$ and $\sum_{i=1}^{4} x_{i}=1$ ). It is representable as a tetrahedron.

To simplify the matrix $\mathbf{W}$ and exposit its structure, we define the parameters

$$
\begin{align*}
\alpha & =1-f\left(1-\frac{1}{2} b r_{t}\right) \\
\beta & =\frac{1}{2} b r_{t} f  \tag{16}\\
\gamma & =\frac{1}{4} b c\left(1-f\left(1-r_{t}\right)\right)
\end{align*}
$$

Then $\mathbf{W}$ can be written as
$\mathbf{W}=\left(\begin{array}{cccc}\alpha+\beta & \alpha-\gamma & \alpha & \alpha \\ \alpha+\gamma & \alpha-\beta & \alpha & \alpha \\ \alpha & \alpha & \alpha-\beta & \alpha+\gamma \\ \alpha & \alpha & \alpha-\gamma & \alpha+\beta\end{array}\right)$
and the mean fitness becomes
$\bar{w}=\alpha+\beta\left(x_{1}^{2}-x_{2}^{2}-x_{3}^{2}+x_{4}^{2}\right)$.
We note that $0<\alpha, \beta, \gamma, \delta$ and
$\beta<\alpha \leq 1, \gamma<\alpha$, and $\frac{1}{2} \gamma \leq \delta<\frac{1}{2}$.
The matrix $\mathbf{W}$ is reminiscent of the so-called symmetric viability model (Karlin and Feldman, 1970; Bürger, 2020). It differs because of the asymmetry caused by gene conversion via the parameter $\gamma$. Thus, conversion induces a frequency-dependent selection component. In addition, it induces negative epistasis because it provides an advantage to $A_{1} B_{2}$ over $A_{1} B_{1}$ and to $A_{2} B_{1}$ over $A_{2} B_{2}$. In the absence of conversion, when only fertility selection acts $(\gamma=0, \beta>0)$, the matrix $\mathbf{W}$ becomes diagonal and a special case of the symmetric viability model. As is obvious from the resulting matrix, fertility selection induces positive epistasis and divergent selection on the double homozygotes. Further, W exhibits also strong dominance.

From (15), (17), and (18), we readily infer that the dynamical equations remain unchanged if we set $\alpha=1$ by applying the rescaling $\beta \rightarrow \beta / \alpha, \gamma \rightarrow \gamma / \alpha$, and $\delta \rightarrow \delta / \alpha$. For the rest of this paper we assume that $\alpha=1$ and $\beta, \gamma$, and $\delta$ have been rescaled, which does not affect the ratio of $c$ and $f$.

### 2.2.2. Allele-frequency and linkage disequilibrium dynamics

Often it yields more insight to perform the analysis of the two-locus two-alleles model in terms of the allele frequencies, $p=x_{1}+x_{2}$ of $A_{1}$ and $q=x_{1}+x_{3}$ of $B_{1}$, and the linkage disequilibrium, $D$, instead of the gamete frequencies. The well known transformation from ( $p, q, D$ ) coordinates to ( $x_{1}, x_{2}, x_{3}, x_{4}$ ) coordinates is given by $x_{1}=p q+D, x_{2}=p(1-q)-D$, $x_{3}=(1-p) q-D$, and $x_{4}=(1-p)(1-q)+D$. Then the mean fitness can be rewritten as
$\bar{w}=1+\beta[(2 p-1)(2 q-1)+2 D]$.
Straightforward computations (Supplementary Mathematica notebook, Section 2.2) yield the following set of equations for the change in allele frequencies and in LD caused by recombination and selection:

$$
\begin{align*}
& \bar{w} \Delta^{(r s)} p=\beta p(1-p)(2 q-1)  \tag{21a}\\
& \bar{w} \Delta^{(r s)} q=-(\gamma-\beta) q(1-q)(2 p-1)+\gamma(2 q-1) D \tag{21b}
\end{align*}
$$

$$
\begin{align*}
\bar{w}^{2} \Delta^{(r s)} D= & -(\gamma-\beta) p(1-p) q(1-q) \\
& -\{[1+\beta(2 p-1)(2 q-1)][\delta+\beta(2 p-1)(2 q-1)] \\
& +\beta p(1-p)[\gamma-2(\beta+\gamma) q(1-q)]\} D \\
& +\{\gamma-\beta+\beta(\gamma-3 \beta)(2 p-1)(2 q-1)-2 \beta \delta\} D^{2} \\
& +2 \beta(\gamma-\beta) D^{3} . \tag{21c}
\end{align*}
$$

The term on the right-hand side of (21a) represents direct selection on locus A. Its strength depends on $\beta$ (thus on $f$ ) and, through epistasis, on the allele frequency at locus B , as signified by the factor $(2 q-1)$. Striking is the absence of a term invoking $D$. In typical two-locus models, $D$ is multiplied by a factor reflecting the strength of direct (additive and epistatic) selection on the other locus (for a very general treatment see Barton and Turelli (1991)). With epistasis or dominance this factor is typically frequency dependent. In the present model, all contributing terms cancel due to the special structure of the matrix $\mathbf{W}$, i.e., the symmetry along the diagonal caused by fertility selection, the antisymmetry across the diagonal induced by conversion, and the lack of selection in the right upper and the left lower corners, which is due to the lack of interaction between gametes carrying different alleles at the PRDM9 locus. In (21b), the first additive term on the righthand side is due to direct selection on locus B, which is again dependent on the allele frequency at the other locus. The factor ( $\gamma-\beta$ ) shows that fertility selection on the target is counteracted by conversion. The second term arises from indirect selection on $B$ transmitted by linkage disequilibrium $D$ with A. Interestingly, $D$ is multiplied by $\gamma(2 q-1)$ but not by a factor depending on $\beta$, which is responsible for direct selection on the other locus. Again, the reason for this deviation from intuition lies in the specific form of epistasis, dominance, and frequency dependence induced by the interaction of fertility selection and biased gene conversion.

Eq. (21c) for the change of linkage disequilibrium is complicated but shows immediately that if $D=0$ (and all alleles are present), then $\Delta^{(r s)} D<0$ if $\gamma>\beta$, and $\Delta^{(r s)} D>0$ if $\gamma<\beta$. The term in the first line is present because fitnesses are not multiplicative (cf. Bürger, 2000, Chap. II). The sign of $-(\gamma-\beta)$ confirms that fertility selection induces positive epistasis, hence positive linkage disequilibrium, and conversion induces negative epistasis and negative linkage disequilibrium.

With gene conversion, fertility selection and mutation, the between-generation changes of $p, q$, and $D$ can be written as (Supplementary Mathematica notebook, Section 3.3)

$$
\begin{align*}
& \Delta p=\Delta^{(r s)} p-2 \mu_{A}\left(\Delta^{(r s)} p+p-\frac{1}{2}\right)  \tag{22a}\\
& \Delta q=\Delta^{(r s)} q-2 \mu_{B}\left(\Delta^{(r s)} q+q-\frac{1}{2}\right)  \tag{22b}\\
& \Delta D=\Delta^{(r s)} D-2\left[\mu_{A}\left(1-\mu_{B}\right)+\left(1-\mu_{A}\right) \mu_{B}\right]\left(\Delta^{(r s)} D+D\right) \tag{22c}
\end{align*}
$$

If mutation is sufficiently much weaker than selection and recombination, terms of order two and higher in the mutation probabilities can be ignored, which slightly simplifies these equations.

The phenotype we are interested in characterising is the population mean crossover probability at the target site:
$\bar{r}_{t}=\mathbf{x}^{T} \mathbf{B} r_{t} \mathbf{x}=\frac{1}{2} b\left(x_{1}+x_{4}-D\right) r_{t}$,
where the latter equality results after some algebra using that $\sum_{i} x_{i}=1$. For simplicity, and because we are mainly interested in the ratio $\bar{r}_{t} / r_{t}$, in this manuscript we assume $r_{t}=1$. We note that $\bar{r}_{t} / r_{t}$ assumes values between 0 (only recombination disabling types in the population) and $\frac{1}{2} b$ (only recombination enabling types present).

### 2.3. Two targets: Deterministic three-locus multi-allele model

In this model we consider three loci-one PRDM9 locus and two target locus-with multiple alleles at each target. We assume that both target loci are on the same chromosome.

As in our previous model, the PRDM9 locus segregate alleles $A_{1}, A_{2}, \ldots, A_{I}$, each encoding a protein that attempts to bind a sequence motif at target loci $B$ and $C$. Locus $B$ and $C$ segregate the same set of alleles $T_{1}, T_{2}, \ldots, T_{K}$, each corresponding to a base pair motif that the protein produced by locus A may attempt to bind. Let $x_{i, k, m}$ be the frequency of type $A_{i} B_{k} C_{m}$ in gametes. Notice that $0 \leq x_{i, k, m} \leq 1$ and $\sum_{i, k, m} x_{i, k, m}=1$. Random union of gametes results in a zygote with ordered genotype $\frac{A_{i} B_{k} C_{m}}{A_{j} C_{l} C_{n}}$ with frequency $x_{i, k, m} x_{j, l, n}$.

In each generation, both PRDM9 alleles in a diploid individual show the same level of expression. One protein from this pool is chosen at random (each type of protein having equal probability $\frac{1}{2}$ of being chosen) and attempts to bind one of the four target motifs at random (each target motif having equal probability $\frac{1}{4}$ of experiencing a binding attempt). We assume that there is only one binding attempt per individual per generation during meiosis. Therefore, in an individual with genotype $\frac{A_{i} B_{C_{~}} C_{m}}{A_{j} B_{l} C_{n}}$, four potential binding attempts can occur ( $A_{i} \rightarrow B_{k}, A_{i} \rightarrow B_{l}, A_{i} \rightarrow C_{m}, A_{i} \rightarrow C_{n}$, $A_{j} \rightarrow B_{k}, A_{j} \rightarrow B_{l}, A_{j} \rightarrow C_{m}, A_{j} \rightarrow C_{n}$ ), each with probability $\frac{1}{4}$.

The attempt of protein $A_{i}$ to bind either motif $B_{k}$ or $C_{m}$ is successful and results in a double-strand break with probabilities $b_{i, k}$ or $b_{i, m}$ respectively (where $0 \leq b_{i, k}, b_{i, m} \leq 1$ ). During meiosis the protein produced by PRDM9 breaks either target $B_{k}$ or $C_{m}$ with probabilities $\bar{b}_{i j, k}=\frac{1}{2}\left(b_{i, k}+b_{j, k}\right)$ or $\bar{b}_{i j, m}=\frac{1}{2}\left(b_{i, m}+b_{j, m}\right)$ respectively. The protein produced by PRDM9 breaks one of the two targets in either locus B or C with probabilities $\overline{\bar{b}}_{i j, k l}=\frac{1}{2}\left(\bar{b}_{i j, k}+\bar{b}_{i j, l}\right)$ or $\overline{\bar{b}}_{i j, m n}=\frac{1}{2}\left(\bar{b}_{i j, m}+\bar{b}_{i j, n}\right)$. Finally, the protein produced by PRDM9 breaks one target at one locus-because only one break is possible-with probability $\overline{\bar{b}}_{i j, k l, m n}=\frac{1}{2}\left(\overline{\bar{b}}_{i j, k l}+\overline{\bar{b}}_{i j, m n}\right)$.

A double-strand break initiates recombination at target B or C. This process results in crossover near one of the target loci with probability $r_{t}$, where $0 \leq r_{t} \leq 1$, and the conversion of the allelic motif that breaks into the allelic motif that does not break with probability $c$, where $0 \leq c \leq 1$. We assume that recombination between PRDM9 and its targets is independent of crossover at each target site. For simplicity, we assume that recombination affects both pairs of homologous chromatids the pair that experiences the binding attempt and the pair that does not. The probability of recombination between loci A and $\mathrm{B}, \mathrm{B}$ and C , and A and C is $r_{m}$ in all cases, where $0 \leq r_{m} \leq \frac{1}{2}$. Recombination ends up with Mendelian segregation of alleles into gametes.

Finally, we assume that individuals undergoing crossover at one of the two target loci have proper chromosomal segregation and do not suffer any fitness cost, whereas individuals that do not undergo crossover at neither of the two target loci may have defective chromosomal segregation with probability $f$ (where $0 \leq$ $f \leq 1$ ). This is consistent with the assumption that both target loci reside in the same chromosome. Therefore, the fitness of individuals experiencing crossover at one of the target loci is $F$, and the fitness of individuals not experiencing crossover at any of the target loci is $1-f$. Notice that this cost is independent of any recombination event between the PRDM9 and its target loci. For simplicity we assume $r_{t}=1$ and thus $F=1$

For clarity, we separate the steps of recombination between the three loci modelled (A, B, C), and recombination between the flanking regions of each of the targets ( $B$ and $C$ ). We start by considering recombination between the three loci first, followed by recombination between the flanking regions of the targets.

Other than clarity, there is no particular reason to chose this order of events and reversing the order does not change the outcome.

The frequency of genotype $\frac{A_{i} B_{k} C_{m}}{A_{j} B_{l} C_{n}}$ following recombination between the loci is

$$
\begin{align*}
\left(x_{i, k, m} x_{j, l, n}\right)^{(r)}= & \left(1-r_{m}\right)^{2} x_{i, k, m} x_{j, l, n} \\
& +r_{m}\left(1-r_{m}\right)\left(x_{i, l, n} x_{j, k, m}+x_{i, k, n} x_{j, l, m}\right)+r_{m}^{2} x_{i, l, m} x_{j, k, n} \tag{24}
\end{align*}
$$

Then the frequency of the gametic type $A_{i} B_{k} C_{m}$ following selection is

$$
\begin{aligned}
x_{i, k, m}^{(r s)}=\frac{1}{\bar{w}} \sum_{j, l, n} & {\left[\left(1-f\left(1-\overline{\bar{b}}_{i j, k l, m n}\right)-\frac{1}{8} c\left(\bar{b}_{i j, k}+\bar{b}_{i j, m}\right)\right)\left(x_{i, k, m} x_{j, l, n}\right)^{(r)}\right.} \\
& \left.+\frac{1}{8} c\left(\bar{b}_{i j, l}\left(x_{i, l, m} x_{j, k, n}\right)^{(r)}+\bar{b}_{i j, n}\left(x_{i, k, n} x_{j, l, m}\right)^{(r)}\right)\right],
\end{aligned}
$$

where
$\bar{w}=\sum_{i, k, m} \sum_{j, l, n}\left[1-f\left(1-\overline{\bar{b}}_{i j, k l, m n}\right)\right] x_{i, k, m} x_{j, l, n}$.
Finally, recurrent mutation at the three loci $A, B$ and $C$ takes place. Let $\mu_{C, m n}$ be the mutation probability from $C_{m} \rightarrow C_{n}$ where $m \neq n$. For simplicity, we assume that mutation occurs as frequently in one direction as in the opposite, that is $\mu_{A, i j}=$ $\mu_{A, j i}=\mu_{A}, \mu_{B, k l}=\mu_{B, l k}=\mu_{B}$ and $\mu_{C, m n}=\mu_{C, n m}=\mu_{C}$. We also assume that mutations are sufficiently rare to ignore multiple mutations. Then the frequency of the gametic type $A_{i} B_{k} C_{m}$ at the beginning of the next generation is

$$
\begin{align*}
x_{i, k, m}^{\prime}= & x_{i, k, m}^{(r s)}\left(1-\sum_{j: j \neq i} \mu_{A}-\sum_{l: l \neq k} \mu_{B}-\sum_{n: n \neq m} \mu_{C}\right) \\
& +\sum_{j: j \neq i} x_{j, k, m}^{(r s)} \mu_{A}+\sum_{l: l \neq k} x_{i, l, m}^{(r s)} \mu_{B}+\sum_{n: n \neq m} x_{i, k, n}^{(r s)} \mu_{C} \tag{26}
\end{align*}
$$

These changes in frequency over the life cycle underpin changes in the population mean crossover probability in targets B and C, denoted by $\bar{r}_{t(B)}$ and $\bar{r}_{t(C)}$, respectively, and the population mean crossover probability across all targets (genomic mean crossover probability), denoted by $\bar{r}_{t}$. The expressions for these phenotypes are

$$
\begin{align*}
\bar{r}_{t(B)} & =\sum_{i, k, m} \sum_{j, l, n} \overline{\bar{b}}_{i j, k l} r_{t} x_{i, k, m} x_{j, l, n}  \tag{27a}\\
\bar{r}_{t(C)} & =\sum_{i, k, m} \sum_{j, l, n} \overline{\bar{b}}_{i j, m n} r_{t} x_{i, k, m} x_{j, l, n}  \tag{27b}\\
\bar{r}_{t} & =\frac{1}{2} \bar{r}_{t(B)}+\frac{1}{2} \bar{r}_{t(C)} \tag{27c}
\end{align*}
$$

### 2.4. Stochastic multi-target multi-allele model

To bridge the gap between predictions driven by selection only and observations driven by selection and genetic drift we formulate a stochastic version of our deterministic model. In particular, we formulate a multi-locus multi-allele model.

We consider a population of $N$ diploid individuals that carry one chromosome where one PRDM9 locus and a variable number of target sites are located. We assume that all loci (PRDM9 and its targets) recombine freely. That is, the probability of recombination between any pair of loci is the same $r_{m}$ and equal to one half, i.e., $r_{m}=\frac{1}{2}$. We assume that PRDM9 segregates as many alleles as alleles segregate at all target sites, whereas each target site segregates only two alleles. The life cycle of our finite population is equivalent to the life cycle of our infinite population.

We model recombination between flanking regions following recombination between loci. We start by randomly choosing, with equal probability $\frac{1}{2}$, one of the two allelic copies in PRDM9 to
produce the protein that will attempt to bind one of the target loci. In contrast with our deterministic models, we allow for more that one binding attempt per meiotic event per generation. To allow comparisons between models we assume that there is a single break attempt in all cases except one the case explored in Fig. 10. We choose randomly, with equal probability, one or multiple target loci to experience the binding attempt of a PRDM9 protein. We choose randomly, with equal probability $\frac{1}{2}$, one of the two sequence motifs at the target site to be the motif that the protein attempts to bind. If the recognition sequence in the protein and the sequence motif in the target match (signified by the match between subscripts of the allele producing the protein and the allele object of a binding attempt), protein and target bind and result in a double-strand break with probability $b$. In case of a double-strand break, the broken motif is converted into its unbroken homologue with probability $c$, and all gametes produced by that individual are fully viable. In contrast, if there is no break, the broken motif is restored to its original sequence with probability $1-c$ and with probability $f$ the gametes produced by that individual are not viable.

Finally, Mendelian segregation is modelled by choosing randomly, with equal probability $\frac{1}{2}$, one of the two possible homologues to be included in the gamete pool produced by parents. Following segregation we model recurrent mutation at all loci. Mutations occur with probability $\mu_{A}$ at the PRDM9 locus. For simplicity we assume that mutation transforms each allele at PRDM9 into all other possible types with equal probability. Mutations occur with probability $\mu_{B}$ at all target loci. Similarly, we assume that mutations transform each allele at targets into all other possible types within each target with equal probability. We model selection by randomly choosing two gametes from the gamete pool. Each chosen gamete is retained with probability equal to its fertility ( 1 or $1-f$ ). If a gamete is discarded we randomly choose a new one until two gametes are retained to form a new zygote. This process continues until $N$ individuals have been produced.

This life cycle is iterated for a large number of generations. We use the first 2000 generations as a burn-in phase, during which we assume that there is no actual effect of PRDM9 and target alleles, that is no gene conversion $(c=0)$ and no fertility selection $(f=0)$. This allows to shuffle the whole population and reach a crossover-mutation-drift equilibrium. After the burn-in phase, conversion $c$ and fertility $f$ are set to the values we are simulating and we let the system evolve.

Because the population is finite, so that allele frequencies and crossover probabilities vary stochastically, we calculated the periods of the oscillations as follows. The algorithm finds the first generation of a shift from a hot (high crossover probability) to a cold state (low crossover probability), and then calculates the number of generations between each of the following shifts. Eventually, mean and standard deviation are computed.

## 3. Results

### 3.1. One target: Deterministic two-locus two-allele model

### 3.1.1. Analytical results

Much of the subsequent analysis will rely on a perturbation approach that assumes that mutation is much weaker than selection and recombination. In this case, we assume that $\mu_{A}$ and $\mu_{B}$ are sufficiently small such that terms of order $\mu_{A}^{2}, \mu_{B}^{2}$, and $\mu_{A} \mu_{B}$ can be ignored.

In the absence of mutation there are four corner equilibria $\mathbf{x}^{* 1}=(1,0,0,0), \mathbf{x}^{* 2}=(0,1,0,0), \mathbf{x}^{* 3}=(0,0,1,0)$, and $\mathbf{x}^{* 1}=$ $(0,0,0,1)$ which correspond to fixation of the gametic types $A_{1} B_{1}, A_{1} B_{2}, A_{2} B_{1}$, and $A_{2} B_{2}$ respectively. It was shown in Úbeda


Fig. 2. Examples of dynamics of the allelic frequencies in the parameter region $f<\frac{1}{2} c$. Red and blue are used to represent the trajectories leading to the stable limit cycle and the internal equilibrium respectively. Panel A displays the dynamics in the ( $p, q, D$ )-space. It shows that the linkage disequilibrium is always negative. If the allele frequencies converge to a cycle, the linkage disequilibrium also converges, but remains weak. If the allele frequencies converge to the symmetric equilibrium, the linkage disequilibrium converges to a fixed negative value that is considerably smaller than the linkage disequilibrium along the stable cycle. Panel B displays the dynamics in ( $p, q$ )-space. It shows the existence of an unstable limit cycle between the stable limit cycle and the internal equilibrium. The initial conditions are the same in both panels. Note that two trajectories start near the unstable limit cycle (the starting points are indistinguishable). Parameter values are $f=0.4, b=c=1, r_{m}=\frac{1}{2}, \mu=10^{-5}$.
et al. (2019) that when $\beta>\gamma, \mathbf{x}^{* 1}$ and $\mathbf{x}^{* 4}$ are linearly stable and $\mathbf{x}^{* 2}$ and $\mathbf{x}^{* 3}$ are unstable, however when $\beta<\gamma$, all four corner equilibria are saddles.

General theory (e.g., Karlin and McGregor, 1972, Theorem 4.4) shows that: corner equilibria that are unstable in the absence of mutation leave the state space, the simplex, when weak mutation is added; and corner equilibria that are stable in the absence of mutation move into the simplex when mutation is added. Therefore, when $\beta>\gamma, \mathbf{x}^{* 2}$ and $\mathbf{x}^{* 3}$ leave the simplex when mutation is introduced, and $\mathbf{x}^{* 1}$ and $\mathbf{x}^{* 4}$ move into the interior of the simplex. For weak mutation, the coordinates of $\mathbf{x}^{* 1}$ and $\mathbf{x}^{* 4}$ are given in Appendix A.3. Furthermore, these two equilibria are linearly stable if mutation is sufficiently weak (Karlin and McGregor, 1972, Theorem 4.4). When $\beta<\gamma$, all corner equilibria leave the simplex when mutation is introduced and there are no other equilibria in close vicinity to the corners (again by Theorem 4.4 in Karlin and McGregor, 1972).

In the absence of mutation, a symmetric internal equilibrium, $\mathbf{x}^{* 5}$, exists always. It has all alleles present at frequency $\frac{1}{2}$ and exhibits linkage disequilibrium given by Eq. (A.3) in Appendix. It was shown in Úbeda et al. (2019) that when $\beta>\gamma$ then $\mathbf{x}^{* 5}$ is a saddle point, and when $\beta<\gamma$ then $\mathbf{x}^{* 5}$ is linearly stable. Except for the degenerate case $\beta=\gamma$, these five equilibria are the only equilibria (Appendix A.2).

General theory (e.g., Karlin and McGregor, 1972, Theorem 4.4) shows that under weak perturbation, an internal equilibrium maintains its stability properties if the unperturbed equilibrium is hyperbolic. Hyperbolic means that there is no eigenvalue of modulus 1. Therefore, upon introducing mutation, when $\beta>$ $\gamma$ the perturbation of $\mathbf{x}^{* 5}$ remains a saddle point under weak mutation (and all eigenvalues are real), and when $\beta<\gamma$ the perturbation of $\mathbf{x}^{* 5}$ remains linearly stable. At this symmetric internal equilibrium, also denoted $\mathbf{x}^{* 5}$, the allele frequencies of $A_{1}\left(p^{*}\right)$ and $B_{1}\left(q^{*}\right)$ remain $\frac{1}{2}$ each, independently of mutation. It
exhibits substantial linkage disequilibrium ( $D^{*}$ ), which is positive if $\beta>\gamma$ and negative if $\beta<\gamma$. Explicit expressions are given in Eqs. (A.7) and (A.8). The stronger mutation, the closer is $D^{*}$ to 0 , i.e., mutation weakens the linkage disequilibrium-notice however that mutation neither eliminates the linkage disequilibrium nor changes its sign (see Appendix A.3).

If $\beta<\gamma$, then the condition
$\delta>\frac{(\gamma-2 \beta)^{2}}{8 \gamma} \sqrt{\frac{\gamma-\beta}{\beta}}$
implies that, in the absence of mutation, the symmetric equilibrium has a pair of conjugate complex (i.e., non-real) eigenvalues (Supplementary Mathematica notebook, Section 2.4). Hence, the symmetric equilibrium is a spiral sink in this case. This property is maintained under weak mutation because eigenvalues change continuously. Notice that condition (28) is missing in Úbeda et al. (2019).

In summary, this analysis shows that existence and stabilityhence dynamical properties of the system-depend decisively on the relative strength of fertility selection and conversion. If $\beta>\gamma$, which is equivalent to $f>\frac{c}{c+r_{t}(2-c)}$, the symmetric internal equilibrium is unstable, in fact a saddle point, and the two equilibria $\mathbf{x}^{* 1}$ (close to fixation of $A_{1} B_{1}$ ) and $\mathbf{x}^{* 4}$ (close to fixation of $A_{2} B_{2}$ ) exist and are linearly stable. If $\beta<\gamma$, i.e., if $f<$ $\frac{c}{c+r_{t}(2-c)}$, then there is no equilibrium close to the boundary and the symmetric internal equilibrium $\mathbf{x}^{* 5}$ is linearly stable and has negative linkage disequilibrium. Thus, crossover enabling gametic types are under-represented at the internal equilibrium.

In addition, solutions starting close enough to the internal equilibrium spiral towards it if condition (28) is satisfied, which is the case if the effective recombination probability $\delta$ is not too small. Because in the absence of mutation, a stable heteroclinic orbit can exist if $\beta<\gamma$ (Úbeda et al., 2019), with mutation it may be replaced by a stable limit cycle close to the boundary. We have not proved this, but numerical work suggests existence and (local) stability of a limit cycle (see below). In Appendix A.4, we prove that if $\beta<\gamma$, then any attractor (hence the limit cycle when it exists) exhibits negative linkage disequilibrium.

### 3.1.2. Numerical results

In the previous section we found that $\beta=\gamma$, equivalent to $f=\frac{c}{c+r_{t}(2-c)}$ determines the change in qualitative behaviour of the dynamic system. Notice that $\frac{c}{c+r_{t}(2-c)}$ increases from $\frac{1}{2} c$ to 1 when $r_{t}$ decreases from 1 to 0 . Henceforth, for simplicity, we assume that $r_{t}=1$ (unless stated otherwise) which implies that the condition for a change in behaviour reduces to $f=\frac{1}{2} c$.

We start by assuming that fertility selection is stronger than gene conversion, that is $f>\frac{1}{2} c$. Recall from above that, in this case, there are three equilibria: two of them, $\mathbf{x}^{* 1}$ and $\mathbf{x}^{* 4}$, near the corners and stable, and one of them, $\mathbf{x}^{* 5}$, internal and unstable. Numerical iteration of the dynamical Eqs. (22) suggests that the trajectories always converge to one of the equilibria where one of the crossover-enabling gametes is close to fixation, $\mathbf{x}^{* 1}$ or $\mathbf{x}^{* 4}$. Our finding recovers previous results indicating that strong fertility selection prevents the death of individual recombination hotspots (Boulton et al., 1997; Pineda-Krch and Redfield, 2005).

In the rest of this section we will focus on the more realistic case when fertility selection is weaker than gene conversion, that is $0<f<\frac{1}{2} c$. Recall from above that there is only one equilibrium, $\mathbf{x}^{* 5}$, which is internal and stable if the mutation probability is small. Numerical iteration of the dynamical Eqs. (22) suggests that, depending on the initial conditions, the trajectories either approach the internal equilibrium or a limit cycle (Fig. 2).

Using numerical methods, we mapped the set of initial conditions leading to one dynamic behaviour or the other (Fig. 3).


Fig. 3. Basin of attraction of limit cycles and each equilibrium. This figure depicts the frequency of gametic type $A_{1} B_{1}\left(x_{1}\right)$ as a function of the fitness cost $f$ for given values of $r_{m}, b, c, \mu$. When $f>\frac{1}{2} c$ and $\mu>0$ equilibria $\mathbf{x}^{* 1}, \mathbf{x}^{* 4}, \mathbf{x}^{* 5}$ are biologically meaningful. Equilibria $\mathbf{x}^{* 1}, \mathbf{x}^{* 4}$ are stable whereas equilibrium $\mathbf{x}^{* 5}$ is unstable. The figure is constructed by starting trajectories at different initial conditions, sampled at equally spaced intervals along the line connecting corners $(1,0,0,0)$ and $(0,0,0,1)$ for which $\left(x_{1}(0), x_{2}(0), x_{3}(0), x_{4}(0)\right)=\left(x_{1}(0), 0,0,1-\right.$ $\left.x_{1}(0)\right)$. Initial conditions above the dotted curve (which represents equilibrium $\mathbf{x}^{* 5}$ ) lead to equilibrium $\mathbf{x}^{* 1}$ while those below $\mathbf{x}^{* 5}$ lead to $\mathbf{x}^{* 4}$. This behaviour is summarised using inset (i), which represents the dynamics in the allelic space $(p, q)$. When $f<\frac{1}{2} c$ and $\mu>0$, only equilibrium $\mathbf{x}^{* 5}$ is inside the region where $x_{1}$ has biological meaning. Equilibrium $\mathbf{x}^{* 5}$ is stable. Trajectories starting at initial condition $x_{1}(0)$ within the white region spiral towards the symmetric internal equilibrium (see inset ii). When initial conditions are within the red region, the solutions oscillate towards a limit cycle (see inset iii). As the mutation probability increases, the set of initial conditions converging to the stable limit cycle shrinks.

We observe that when the initial standing variation at the target site is low, the trajectories converge to a limit cycle where the four gametic types oscillate regularly and permanently over time (Fig. 2). Interestingly, we also found that the higher the mutation probability the lower the standing variation at the target site that can lead to a limit cycle (Fig. 3). Compared to the absence of mutation (Úbeda et al., 2019), we find that mutation qualitatively alters the dynamic behaviour of the system from a heteroclinic cycle (lacking biological meaning (Haig and Grafen, 1991)) to a stable limit cycle. We also find that, mutation reduces the parameter space where oscillations are observed, the greater the mutation rate the smaller the basin of attraction of the limit cycle (Fig. 3). As already noted, the limit cycle emerges from the heteroclinic orbit at the boundary when mutation is introduced. When the mutation rate is increased, it ceases to exist at a critical value (not much higher than $\mu=2 \times 10^{-5}$ in Fig. 3). Apparently, this occurs when it merges with an unstable cycle, which for smaller $\mu$ lies in the manifold separating the basins of attraction of the stable symmetric equilibrium $\mathbf{x}^{* 5}$ and the stable limit cycle. Apparently, no (generalised) Hopf bifurcation occurs at $\mathbf{x}^{* 5}$.

To gain intuition on the oscillatory behaviour of our system, we rewrite Eqs. (22a) and (22b) as follows:

$$
\begin{align*}
\Delta p= & \underbrace{\left(1-2 \mu_{A}\right)}_{(+)} \overbrace{\underbrace{\frac{b}{\bar{w}} f p(1-p)}_{(+)}\left(q-\frac{1}{2}\right)}^{\text {fertility }}-\overbrace{2 \mu_{A}\left(p-\frac{1}{2}\right)}^{\text {mutation }},  \tag{29a}\\
\Delta q= & \underbrace{\left(1-2 \mu_{B}\right)}_{(+)}[\overbrace{\underbrace{\frac{b}{\bar{w}}\left(f-\frac{1}{2} c\right) q(1-q)}_{(-)})\left(p-\frac{1}{2}\right)}^{\text {fertility/conversion }}+\overbrace{\underbrace{\frac{b}{\bar{w}} \frac{1}{2} c D}_{(-)}\left(q-\frac{1}{2}\right)}^{\text {linkage }}] \\
& -\overbrace{2 \mu_{B}\left(q-\frac{1}{2}\right)}^{\text {mutation }} .
\end{align*}
$$



Fig. 4. Periodicity of limit cycles. Panel A displays the period of limit cycles as a function of the fitness cost $f$ within the parameter region ( $0, \frac{1}{2} c$ ). Results are illustrated for different mutation rates $\mu=\mu_{A}=\mu_{B}$. The parameter values used to create this figure are $b=c=1, r_{m}=\frac{1}{2}$. Initial conditions are $\left(x_{1}(0), x_{2}(0), x_{3}(0), x_{4}(0)\right)=(a, 0,0,1-a)$ where $\left.a=0.005\right)$. Panel B displays the genetic and phenotypic oscillations over time. Sub-panel B.i displays the case when $0<f<\frac{1}{4} c$. Here the transition from hot to cold is faster than the transition from cold to hot. We refer to this type of dynamics as "sudden death dynamics". To create this panel we assumed $f=0.1$. Sub-panel B.ii displays the case when $\frac{1}{4} c<f<\frac{1}{2} c$. Here the transition from cold to hot is faster than the transition from hot to cold. We refer to this type of dynamics as "sudden birth dynamics". To create this panel we assumed $f=0.4$. Within each sub-panel there are three figures: The first one depicts the change in allele frequencies in the limit cycle. The second and third figures depict the change in population mean crossover probability ( $\bar{r}_{t}$ ) at the target locus over time. Red colours correspond to high crossover probabilities (hotspot), and blue colours correspond to low crossover probabilities (coldspot). In Panel B we assumed that $b=c=1, r_{m}=\frac{1}{2}, \mu=10^{-9}$. In both panels $r_{t}=1$ and initial conditions are $p(0)=0.99, q(0)=0.01, D(0)=0$.

From inspecting these equations we conclude that the contribution of fertility, $f$, to changes in the frequency of $A_{1}(p)$ depends on the frequency of $B_{1}(q)$. It is positive when $B_{1}$ is more abundant than $B_{2}\left(q>\frac{1}{2}\right)$ and negative otherwise; notice that the sign of $\left(1-2 \mu_{A}\right) \frac{b}{\bar{w}} f p(1-p)\left(q-\frac{1}{2}\right)$ is determined by the sign of $q-\frac{1}{2}$. Thus, fertility selection acts in a frequency dependent manner incrementing the frequency of the allele at PRDM9 that matches the most abundant allele at its target locus.

In the parameter region where oscillations are observed ( $f<$ $\frac{1}{2} c$ ), the contribution of fertility relative to conversion $\left(f-\frac{1}{2} c\right)$ to changes in the frequency of $B_{1}(q)$ depends on the frequency of $A_{1}(q)$. It is negative when $A_{1}$ is more abundant than $A_{2}\left(p>\frac{1}{2}\right)$ and positive otherwise; notice that the sign of $\left(1-2 \mu_{B}\right) \frac{b}{\bar{w}}(f-$
$\left.\frac{1}{2} c\right) q(1-q)\left(p-\frac{1}{2}\right)$ is determined by the sign of $p-\frac{1}{2}$. Thus fertility (relative to conversion) acts in a frequency dependent manner incrementing the frequency of the target allele that is matched by the less abundant PRDM9 allele.

Finally, mutation has the effect of reducing the strength of selection very slightly (by the factors ( $1-2 \mu_{A}$ ) and ( $1-2 \mu_{B}$ )) and, much more importantly, to push trajectories towards the centre of the state space. In particular, mutation in $A$ reduces the frequency of $A_{1}$ when $A_{1}$ is the most abundant allele, that is $p>\frac{1}{2}$, and mutation in $B$ reduces the frequency of $B_{1}$ when $B_{1}$ is the most abundant allele, that is $q>\frac{1}{2}$. By reducing the frequency of the most abundant allele at each locus, mutation prevents the loss of alleles.


Fig. 5. Genetic and phenotypic dynamics with three alleles in PRDM9 and its target. Panel A. Figures represent the change over time in the frequency of alleles $A_{1}$ in PRDM9 and $B_{1}$ in its target locus. Alleles $A_{2}$ and $A_{3}$ and $B_{2}$ and $B_{3}$ are not represented. The first figure represents the dynamics for three initial conditions (1,2,3) where the frequency of alleles $B_{2}$ and $B_{3}$ is the same, that is $q_{2}(0)=q_{3}(0)$. The first and second initial condition, 1 and 2 , lead to a limit cycle from outside and inside of the cycle, respectively. The last condition, 3, leads to an internal equilibrium. The other three figures represent the dynamics for the three equivalent initial conditions ( $1^{*}, 2^{*}, 3^{*}$ ) when the initial frequency of alleles $B_{2}$ and $B_{3}$ are slightly different. It can be observed that trajectories transition from being regular to being chaotic but the long-term behaviour persists-approaching a limit cycle or interior equilibrium. Panel B Figures represent the change over time in allele frequency of alleles $A_{1}$ and $A_{2}$ in PRDM9 and $B_{1}$ and $B_{2}$ in its target locus. For clarity alleles $A_{3}$ and $B_{3}$ have been omitted. In each figure, the change over time in mean crossover rate at the target has been represented. For clarity only the last 2000 generations have been represented. Here we assumed that $f=0.4, b=c=r_{t}=1$, $r_{m}=\frac{1}{2}$. In both panels the initial conditions for the allelic frequency at PRDM9 and the linkage disequilibria remain the same, that is $p_{1}(0)=p_{2}(0)=p_{3}(0)=\frac{1}{3}$ and $D_{1}(0)=D_{2}(0)=D_{3}(0)=0$ respectively.

The number of generations it takes for a cycle of gametic types to be completed (the period of the limit cycle) changes with the strength of fertility selection and the mutation probability. The closer the strength of fertility selection is to $\frac{1}{4} c$, the longer the period of the limit cycle (Fig. 4A). The greater the mutation probability, the shorter the period of the limit cycle (Fig. 4A). For sufficiently strong mutation (slightly in excess of the largest mutation rate shown in the figure), the limit cycle disappears and the symmetric internal equilibrium attracts all solutions. The period of the limit cycle is relevant because it measures, indirectly, the life expectancy of recombination hotspots.

The number of generations required for the replacement of one allele at the target locus (B) relative to such a replacement at the PRDM9 locus (A), depends on the strength of fertility selection and the mutation probability. When $\frac{1}{4} c<f<\frac{1}{2} c$, the replacement of alleles at PRDM9 is faster than that at its
target, which translates into oscillations of the mean crossover probability with sudden birth of recombination hotspots and their gradual death (Fig. 4B.ii). When $0<f<\frac{1}{4} c$, the replacement of alleles at PRDM9 is slower than that at its target, which translates into sudden death of recombination hotspots and their gradual birth (Fig. 4B.i). The closer $f$ is to $\frac{1}{4} c$, the lower the relative difference between loci in the speed of replacement of alleles. The higher the mutation probability, the lower the relative difference between loci in the speed of replacement of alleles.

The reason why the relation between $f$ and $\frac{1}{4} c$ determines whether replacement at PRDM9 is faster than at its target, or vice versa, can be immediately inferred by comparing the ratedetermining factors of selection $b f$ in Eqs. (29a) and $b\left(\frac{1}{2} c-f\right)$ in (29b). Obviously, bf $>b\left(\frac{1}{2} c-f\right)$ if and only if $f>\frac{1}{4} c$. Therefore, the change in allele frequency at PRDM9 is faster than at its target if $f>\frac{1}{4} c$, and vice versa (Fig. 4B).
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Fig. 6. Genetic and phenotypic dynamics in a system with two targets. Cubes represent the change in allele frequency in PRDM9 and target loci. Figures depict the mean crossover probability in each of the target sites and the genome (meaning the average across all targets). These are represented both as lines and heat maps. Panel A corresponds to the case where there are no mutations ( $\mu_{A}=\mu_{B}=\mu_{C}=0$ ). Sub-panel A.ii shows that the dynamics converge to heteroclinic cycles such that both target loci are hot or cold at the same time (synchronic oscillation) and the average genomic crossover rate is variable (oscillating with the average recombination rate in each target). Panel B corresponds to the case where there are mutations (in particular $\mu_{A}=10^{-6}$, and $\mu_{B}=\mu_{C}=10^{-8}$ ). Sub-panel B.ii shows that the dynamics converge to limit cycles such that one target is hot when the other is cold or vice-versa (asynchronic oscillation) and the average genomic crossover rate is close to being constant (showing minimal oscillation). Here we assumed that $f=0.18, b=r_{t}=1, c=r_{m}=\frac{1}{2}$, and $p(0)=q_{1}(0)=0.9, q_{2}(0)=0.8$, $D(0)=0$.

This difference in the speed of fixation of the alleles in PRDM9 and target loci is relevant because it would allow us to calibrate the model for the strength of fertility selection acting on recombination. In particular, a signature of a stronger selective sweep in the PRDM9 locus (relative to its target loci) would suggest that the fertility loss $f$ is between $\frac{1}{4} c$ and $\frac{1}{2} c$. On the contrary, a signature of a stronger selective sweep at the target loci (relative to the PRDM9 locus) would suggest that the fertility loss $f$ is between 0 and $\frac{1}{4} c$.

### 3.2. One target: Deterministic two-locus three-allele model

In this section we explore the effect of having more than two alleles-at both PRDM9 and its target-on the observed oscillation of the mean crossover probability in the target site. We investigate this issue by numerically iterating the recursion equations in (3) for the particular case when PRDM9 and its target locus have three alleles. We use these iterations to explore the time

|  |  |  | ty |
| :---: | :---: | :---: | :---: |
|  |  | $f=0.18$ | $f=0.22$ |
| $\begin{aligned} & \stackrel{\Gamma}{0} \\ & \underset{\sim}{\Gamma} \\ & \underset{\sim}{J} \\ & \stackrel{\Sigma}{\Sigma} \end{aligned}$ | $\mu_{A}=10^{-8}$ |  |  |
|  | $\mu_{\text {A }}=10^{-6}$ | Target1 <br> Target2 <br> Genome $\square$ Time |  |

Fig. 7. Effect of mutation probability and selection on the asynchrony of oscillations in each target. This figure depicts the change in crossover probability at each of two target loci for different combinations of the mutation probability and fertility selection, along with the genome-wide mean crossover probability. This figure shows that the greater the mutation probability the lower the overlap of hot and cold phenotypes at different target loci (the greater the asynchrony) and the lower the oscillation of the genomic mean crossover probability. Notice that mutation does not affect the amplitude of the oscillation in each target. Here we assumed $b=r_{t}=1, c=r_{m}=\frac{1}{2}, \mu_{B}=\mu_{C}=10^{-8}$ and initial frequencies of: $p(0)=q_{1}(0)=0.9, q_{2}(0)=0.8, D(0)=0$.
dependence of the mean crossover probability at the target site given by (4).

As in the previous section we focus on the case when fertility selection is weaker than gene conversion, that is $0<f<$ $\frac{1}{2} c$. When initially the standing variation at the target site is high enough, the trajectories converge to an internal equilibrium where the six gametic types are present in fixed proportions (Fig. 5). However, when initially the standing variation at the target site is low enough, the trajectories converge to a limit cycle where the six gametic types oscillate permanently over time (Fig. 5). These oscillations can be regular in the very particular case in which the initial standing variation of the less frequent
alleles at the target site is exactly the same. However, even small deviations from equal initial representation of these two alleles results in irregular oscillations with irregular amplitude and period (Fig. 5). This seemingly chaotic dynamics translates into permanent oscillations between hotspots and coldspots that reach variable levels of crossover intensity-maxima and minima-and life-expectancy (Fig. 5).

The intuitive explanation for these chaotic dynamics is that fertility selection favours the PRDM9 allele that matches the most frequent target-as suggested from the analysis of the simpler two-allele model in the previous section. When the PRDM9 allele that matches the most frequent target is close to fixation, the two
mismatching alleles are equivalent from a gene conversion perspective. Small differences in their frequency determines which will be the first to overtake the most frequent target in the population in its decline. However, fertility selection and gene conversion continue to favour oscillations over evolutionary time.

### 3.3. Two targets: Deterministic three-locus two-allele model

In this section we explore the effect of having more than one target on the observed oscillation of the mean crossover probability in a target site. We investigate this issue by numerically iterating the recursion equations (26). We focus on the time dependence of the mean crossover probabilities at the target sites, given by Eqs. (27a) and (27b), and their genomic average in (27c).

As in previous sections, we focus on the case when fertility selection is weaker than gene conversion, that is $0<f<\frac{1}{2} c$. When initially the standing variation at the target site is low enough and mutation probabilities are realistic ( $10^{-6}$ in PRDM9, $\mu_{A}=10^{-6}$, and $10^{-8}$ in the targets, $\mu_{B}=\mu_{C}=10^{-8}$ ), we showed numerically that the trajectories converge to a limit cycle (Fig. 6B). In this limit cycle the two gametic types where PRDM9 and only one of its targets match (either $p=q_{1}=1$ and $q_{2}=0$ or $p=q_{2}=0$ and $q_{1}=1$ ) oscillate in a regular fashion. These dynamics translate into permanent oscillations within each target, with one target being hot when the other is cold and vice-versa (Fig. 6B). That the two targets oscillate asynchronously implies that the mean crossover probability in the genome-across both target sites-remains approximately constant (Fig. 6B). When the mutation probabilities tend to zero, the two targets tend to oscillate synchronously-both targets being hot at the same time-and the mean crossover probability in the genome oscillates with the targets (Fig. 6A).

Interestingly, we find that the mutation probability in PRDM9 and the strength of fertility selection determine the degree of asynchrony between target loci (Fig. 7). In particular, the greater the mutation probability, the greater the asynchrony in mean crossover probability between target sites and the lower the variation in mean crossover probability in the genome (Fig. 7). The intuitive reason why both targets should oscillate asynchronously is that fertility selection drives a selective sweep favouring the PRDM9 allele that matches the most common allele at both target sites. When one target is almost fixed with a cold allele and the other with a hot allele-the target allele that matches the allele almost fixed at PRDM9-and conversion starts turning the hot allele into cold copies, natural selection favours a sweep of a PRDM9 allele that matches the almost fixed cold allele at one target and the incipient number of cold alleles at the second target. The greater the frequency of the rarer allele at PRDM9, the stronger the selective sweep. Because mutation increases the amount of the rarer allele at PRDM9, it is expected that the greater the mutation rate, the earlier fertility selection favours a sweep in PRDM9 that turns cold alleles into hot and vice-versa. In the absence of mutation, fertility selection is not strong enough to result in a sweep until both targets are almost fixed with cold alleles. Then a selective sweep will turn both targets into hotspots resulting in synchronous oscillations.

Similarly, the stronger fertility selection, the greater the asynchrony in mean crossover probability between target sites and the lower the variation in mean crossover probability in the genome (Fig. 7). Our previous intuition extends to the effect of fertility selection, $f$, on the asynchrony of the oscillations. In particular, stronger fertility selection means that a selective sweep in PRDM9 that switches targets can happen earlier on, before both targets are coldspots.

### 3.4. Stochastic multi-target multi-allele model

Here we explore the effect of a finite population size on the observed oscillations of the mean crossover probability near a target site. We investigate this issue by exploring simulations of the multi-target multi-allele model described in the models section.

As in previous sections, we focus on the case when fertility selection is weaker than gene conversion, that is $0<f<$ $\frac{1}{2} c$. We find that the behaviour of the system does not change qualitatively when considering small populations and/or more than two target loci. In particular, we show that the crossover probability in individual target sites oscillates widely while the genome's crossover probability is more stable (Fig. 8B).

For the two-target case, we investigate the dependence on the mutation rate of the period of the oscillations of the mean crossover probabilities at each target. Fig. 9A displays their means and standard deviations. It shows that the period decreases by about two orders of magnitude as the mutation rate increases from $10^{-8}$ to $10^{-6}$. Fig. 9B illustrates that the stochasticity in the model induces ample variation in the number of generations between two successive shifts from hot to cold.

We also explore the dependence on the population size of the period of the oscillations of the mean crossover probabilities at each target. As Fig. 8 shows, the turnover of hotspots accelerates as the population size increases from $N=5000$ to $N=10000$ individuals. The reason is that in finite populations genetic drift favours the loss of rare alleles that need to be recreated for a selective sweep to occur. As the recreation of alleles is driven by mutations (which are rare), stronger genetic drift (smaller population size) lengthens hot and cold phases, thus increasing the average period of oscillations. We also explored differences in genomes with two and ten target loci. We find that in both cases the crossover rate in individual target sites oscillates widely, with the turnover of hotspots decelerating as the number of targets increases (Fig. 8).

In our deterministic models, for simplicity, we assumed that there would be one double strand break only. However, it is more realistic to assume that there would be multiple break attempts with the individual experiencing a fertility cost when none of them is successful. In our stochastic model we allow for multiple double strand breaks. We find that compared to the case when there is one break attempt, in the extreme case when there are ten break attempts the targets become cold quicker and selection for the matching PRDM9 allele is not strong enough until almost all targets are cold. While the oscillatory behaviour remains, this oscillation involves less hotpots in a colder genome (Fig. 10). Thus the fraction of targets that are actual recombination hotspots should be affected by the level of expression of PRDM9.

### 3.5. Choice of parameter values

To illustrate our findings we often use variants of a small set of parameter values. This choice of values does not condition our findings. We have explored a much larger set of parameter values and chosen those parameter values that produce illustrative figures. In particular we choose $r_{m}=\frac{1}{2}$ because PRDM9 in the majority of cases far from it target or even in another chromosome. Empirical results show that $c \approx \frac{1}{2}$ (Jeffreys and Neumann, 2002, 2005). There are no empirical measurements of $b$ or $f$. However, what $b$ does primarily is to change the speed of the allele-frequency dynamics by making oscillations faster or slower. Finally we explored a wide range of values of $f$.
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Fig. 8. Effect of population sizes and number of targets on the speed of hotspot oscillations in finite populations. Panel A shows the average period of an oscillation between hot and cold states. Blue and orange dots represent the average value of the period (for two targets in 100 thousand generations) when the population size is five and ten thousand individuals respectively. The grey dot represents the equivalent value for an infinite population. Vertical bars correspond to the standard deviation. We make the conservative assumption that there is only one attempt to produce one double strand break per genome per generation. Panel B shows examples of the dynamics. Examples are arranged in a table with five and ten thousand individuals in the columns and two and ten loci in the rows. This figure shows that the smaller the population size or the greater the number of target loci, the greater is the period of hotspot oscillations. Here we assumed that $f=0.4, b=c=r_{t}=1, r_{m}=\frac{1}{2}$ (the recombination rate between any pair of loci is also $\frac{1}{2}$ ), $\mu_{A}=10^{-6}, \mu_{B}=10^{-7}$, and $p(0)=0.95, q(0)=0.95, D(0)=0$.

## 4. Discussion

In this research we focus on a model of the co-evolution between PRDM9, segregating two alleles, and one target site, segregating two motifs. We find that introducing recurrent mutations in PRDM9 and its target site can result in a balance between the resuscitation and death of hotspots that prevents their extinction over evolutionary time. Therefore, the long-term co-evolutionary oscillation between PRDM9 alleles and its target motifs can solve the recombination hotspots paradox by driving the resuscitation
of hotspots over and over again. In the more realistic case when fertility selection is weaker than conversion, we find two possible dynamics. When the standing genetic variation at the target site is high, co-evolutionary oscillations between PRDM9 alleles and its target motifs settle into a polymorphic equilibrium corresponding to a fixed intermediate crossover probability (Fig. 2). This is consistent with previous results in the absence of mutation (Úbeda et al., 2019). However, when the standing variation at the target site is low, co-evolutionary oscillations between PRDM9 alleles and their target motifs are regular and permanent.


Fig. 9. Effect of the mutation probability on the rate of hotspot oscillations in a finite population. Panel A shows the average period of an oscillation between hot and cold states for different mutation probabilities. Dots represent the average value of the period for a population size of 5000 . Vertical bars show the standard deviation. To ensure that the variances are calculated over a similar number of cycles, we performed these computations for 10000 generations if $\mu_{A}=\mu_{B}=10^{-6}$, for 100000 generations if $\mu_{A}=\mu_{B}=10^{-7}$, and for 1000000 generations if $\mu_{A}=\mu_{B}=10^{-8}$. Panel $\mathbf{B}$ shows the change in recombination over time in each target and the average for the genome. We explored three mutation rates that differ in one order of magnitude, namely $10^{-8}, 10^{-7}$, and $10^{-6}$. The first row shows the hotspots dynamics for the periods of time 1000000,100000 , and 10000 generations; time changes one order of magnitude with their corresponding mutation probability. This row illustrates how increasing the sampling time one order of magnitude produces similar number of oscillation in the three mutation probabilities considered. In the second row we show the dynamics when the sampling time remains constant. This row illustrates how mutation probabilities increase the rate of oscillations. The parameter values used to create this figure are $f=0.4, b=c=r_{t}=1, r_{m}=\frac{1}{2}$, and $p(0)=0.95, q(0)=0.99, D(0)=0$ and $N=5000$.

These oscillations result in a limit cycle where hotspots and coldspots alternate, reach the same levels of crossover maxima and minima, and exhibit constant life-expectancy (Fig. 2). This result diverges significantly from previous ones in the absence of mutation where, contrary to empirical evidence, the target site becomes cold or hot permanently (Úbeda et al., 2019). Because this novel dynamics do not settle over evolutionary time they provide a solution to the paradox.

In general, we find low levels of standing genetic variation in the target site can lead to permanent oscillations in crossover rates. However, the amount of standing variation leading to permanent oscillations depends on the strength of fertility selection and the mutation probability. Given the mutation probability, the greater the strength of fertility selection, the greater the range of standing variation leading to oscillation (Fig. 3). Given the strength of fertility selection, the greater the mutation rate, the smaller the range of standing variation leading to oscillation (Fig. 3). The relevance of standing variation for the formation of recombination hotspots had not been appreciated by previous research (Baudat et al., 2010; Úbeda and Wilkins, 2011;

Latrille et al., 2017). Interestingly, we find that whenever fertility selection is weaker than conversion there is negative linkage disequilibrium between alleles in PRDM9 and its target site. This means that there is an excess of combinations of mismatching alleles at PRDM9 and its target sites. This results in a lower recombination rate than would be expected if proteins and targets where to bind randomly (see equation (A.9)). Furthermore, we find that the negative linkage disequilibrium is stronger in the polymorphic equilibrium than in any part of the orbit of the limit cycle (Fig. 2A).

We find that it is Red Queen dynamics between matching PRDM9 alleles and matched target alleles that can solve the paradox. Our results thus substantiate verbal arguments in Úbeda and Wilkins (2011). The term Red Queen dynamics refers specifically to the long-term co-evolutionary dynamics where oscillations in genotype abundance are driven by fluctuating selection (Van Valen, 2019; Schenk et al., 2017, 2020). In our research we did not model selection to be explicitly frequency dependent. However, it can be appreciated from our Eqs. (29) that strength and direction of selection acting on PRDM9 alleles change with the frequency


Fig. 10. Comparison of the dynamics when there is one DSB attempt as opposed to multiple DSBs. Panel A Shows the dynamics in a model when there is only one DSB attempt. Panel B Shows the dynamics in a model when there are ten DSB attempts (as many as target loci). In both cases gametes are fully viable when there is at least one crossover event. This figure shows that the greater the number of DSB attempts the colder the genome before a matching PRDM9 allele is driven to fixation. Here we assumed that $f=0.4, b=c=r_{t}=1, r_{m}=\frac{1}{2}$ (the recombination rate between any pair of loci is also $\frac{1}{2}$ ), $\mu_{A}=10^{-6}, \mu_{B}=10^{-7}$, and $p(0)=0.95, q(0)=0.95, D(0)=0$.
of alleles at the target site, and strength and direction of selection acting on target alleles change with the frequency of alleles at the PRDM9 locus.

We emphasise that, in models of recombination driven by PRDM9, alleles at target sites are not hot or cold per se, instead whether they are hot or cold depends on the genetic background provided by the PRDM9 allele. In our model thus, both alleles at the target site can be hot when matched by the genetic background in PRDM9, and both can be cold when mismatched by PRDM9. When perfectly matched by the genetic background, gene conversion favours the mismatched (cold) allele at the target site-thus initiating the death of the hotspot. Fertility selection favours the matching genetic background while the mismatched (cold) allele is less frequent than the matched (hot) one-thus allowing the death of the hotspot. However, when the mismatched allele becomes more frequent than the matched one, fertility selection favours the alternative genetic background matching the mismatched allele-thus initiating the resuscitation of the hotspot. Our model shows that PRDM9 is selected to matching the most abundant target at any given time. As a result, each of the four combinations of PRDM9 backgrounds and targets can be temporarily best adapted, which explains the oscillations. In our model, fertility selection fluctuates, thus driving (together with conversion) oscillations between hot and cold alleles that do not settle in the long-term thanks to mutation. Therefore, the dynamics that can solve the paradox meets all the requirements of Red Queen dynamics (Van Valen, 2019; Schenk et al., 2017, 2020).

Our model of the co-evolution between PRDM9 segregating two alleles and one target site segregating two motifs (a twolocus two-allele model) does not correspond to the reality of PRDM9 segregating multiple alleles and having many target sites, each segregating multiple motifs. An exhaustive study of the dynamics of all possible multi-allele multi-target extensions of our model is beyond the scope of this research. However, we gain insight into the effect of having multiple alleles by adding to our two-locus two-allele (one-target) model, one allele at PRDM9 and one motif at its target to formulate a two-locus three-allele (one-target) model. We further gain insight into the effect of having multiple targets by adding to our two-locus two-allele (one-target) model, one target segregating the same motifs as the existing target to formulate a three-locus (two-target) model.

We find that adding a third allele at both PRDM9 and its target site still can result in a balance between resuscitation and death of hotspots that prevents their extinction and solves the paradox. When fertility selection is weaker than conversion, coevolutionary oscillations between alleles at PRDM9 and its target can be permanent, but they often become highly irregular and result in cycles where hotspots and coldspots alternate, with hotspots reaching different levels of crossover maxima in each oscillation and showing variable life-expectancy (Fig. 5). Because these chaotic dynamics do not settle in the long-term, they are chaotic Red Queen dynamics (Schenk et al., 2017, 2020) that can solve the paradox as well. The association between low standing variation with ample irregular oscillations approaching a limit cycle and high standing variation with narrow irregular
oscillation approaching a polymorphic equilibrium is still present in the three-allele model (Fig. 5). An exhaustive exploration of this model would be of interest for future research.

We find that adding a second target can also result in a balance between resuscitation and death of hotspots that prevents their extinction and solves the paradox. However, resuscitation and death alternate between targets (with one target resuscitating when the other is dying and vice versa), thus maintaining the genome's mean crossover probability close to constant. When fertility selection is weaker than conversion and there are low levels of standing variation in target sites, co-evolutionary oscillations between PRDM9 alleles and its two targets can be regular and permanent in each target. These oscillations result in cycles where hotspots and coldspots alternate, with hotspots reaching the same levels of crossover maxima, and having constant lifeexpectancy (Fig. 6). In principle, the two target sites can be hot and cold at the same time-they oscillate synchronously-or one target site can be hot while the other is cold-they oscillate asynchronously. When targets oscillate synchronously, the genome's crossover probability oscillates with them. When targets oscillate asynchronously, the genome's crossover probability remains nearly constant. An exhaustive exploration of this model would be of interest for future research.

Interestingly, we find that mutations are key in maintaining a constant crossover probability across the genome while permitting the recombination rate in each site to oscillate widely. We find that the greater the mutation rate in PRDM9 (relative to its target sites) and the stronger the fertility selection, the smaller are the fluctuations in the genome's crossover probability (Fig. 7). The intuitive reason for this is that the recombination rate in one target conditions the strength of fertility selection in the other targets. The more coldspots there are, the greater is the strength of fertility selection acting to resuscitate hotspots. The greater the availability of matching PRDM9 mutants, the weaker is the strength of fertility selection necessary to resuscitate hotspots. Therefore, with lower mutation probability and/or fertility cost, the two targets need to be cold before selection favours a switch resulting in all targets becoming hot (synchronous oscillation). With higher mutation probability and/or fertility cost, only one target needs to be cold before selection favours a switch resulting in some of the targets becoming hot while the others become cold (asynchronous oscillation) (Fig. 7).

Because populations are finite, a solution to the Recombination Hotspots Paradox needs to hold in finite populations. Effectively, the dynamics in finite populations result from adding noise (genetic drift) to the underlying dynamics in infinite populations (cf. Schenk et al., 2017, 2020). Therefore having characterised the deterministic co-evolutionary dynamics between PRDM9 and its target sites we are in a good position to better understand its equivalent stochastic dynamics. We find that many of the qualitative results observed in infinite populations extend to finite populations. In particular, similarly to deterministic findings, when fertility selection is weaker than conversion and there are low levels of standing variation in target sites, coevolutionary oscillations between PRDM9 alleles and its targets can be permanent in each target. As a result there are cycles where hotspots and coldspots alternate, and hotspots reach high levels of crossover probabilities at each target but the crossover probability across the genome remains nearly constant (Fig. 8).

We find that the number of break attempts affects the temperature of the genome without affecting the ability of fertility selection to drive the resuscitation of hotspots. We observe that multiple break attempts reduce the probability that there will be no crossover events at the target loci. Therefore they reduce the strength of fertility selection for hot alleles. However, multiple break attempts accelerate the strength of conversion turning
hotspots into coldspots. As hotspots are turned into coldspots the strength of fertility selections for hot alleles mounts. When the genome is cold enough fertility selection drives the fixation of a hot allele in PRDM9 leading to the resuscitation of hotspots. What is significant is that the oscillatory behaviour is still observed. However, by increasing the number of break attempts reduces the fraction of targets that are hotspots and the temperature of the genome (Fig. 10). This suggests that the level of expression of PRDM9 can control the fraction of targets that are hotspots at any given time.

Oscillations of the same set of alleles correspond to the resuscitation of hotspots whereas the introduction of new alleles can correspond to the birth of new hotspots. We notice that even in the absence of births, resuscitation can prevent the extinction of hotspots thus solving the paradox. We expect that to avoid the potential cost of disrupting a functional gene, eventually, oscillations will be limited to a set of tried and tested PRDM9 alleles and its target motifs, that is mostly resuscitation of hotspots. It is important to notice that even thought our model shows that it is the same set of target sites that oscillate between hot and cold states, this does not mean that a two species (or subpopulations) will share the same hotspots. Much on the contrary our model shows that only a fraction of the target sites in the entire genome will be recombination hotspots. It also shows that the set of target sites that are recombination hotspots and their distribution changes rapidly. Therefore, in our model, it is highly unlikely that two snapshots of the distribution of hotspots in two species will show many shared hotspots. In this sense our model not only explains the rapid evolution of hotspots but also the observation that humans and chimpanzees do not share many recombination hotspots and even human subpopulations exhibit some level of recombination hotspot variation (Ptak et al., 2004, 2005; Winckler et al., 2005; Coop et al., 2008; Stevison et al., 2015). The resuscitation of hotspots thus is sufficient to explain the lack of shared recombination hotspots without the need to invoke the birth of hotspots.

In general we find that the long-term co-evolutionary oscillation between PRDM9 alleles and its target motifs can drive the resuscitation of hotspots over and over again. This result holds with multiple alleles at each locus, multiple targets and multiple targets. While each hotspot can reach high and low levels of crossover, the average across the genome remains almost constant due to the asynchrony of oscillations. Furthermore we find that mutation is key in the Red Queen dynamics underlying the permanent and asynchronous oscillation of individual recombination hotspots. Therefore, our findings contribute to solving the Recombination Hotspot Paradox by reconciling the self-destructive nature of PRDM9-directed recombination hotspots with the resuscitation of hotspots to maintain the elevated number of such hotspots observed in various species (Boulton et al., 1997). The findings of our model are consistent with all salient features of recombination hotspots, namely the death of individual hotspots, the preservation of hotspots at the genome level, and the rapid change of the recombinational landscape (with hotspots rarely being shared between closely related species).

Besides offering a plausible solution to the paradox, our research offers the possibility of calibrating our model against genomic data. Such calibration would allow quantitative predictions for the life expectancy of hotspots given different effects of recombination on fertility. This, in turn, can be used to study the signature of oscillatory recombination on linkage disequilibrium in the mammalian genome, a pattern that is relevant to a better understanding of links between alleles and diseases. In addition, our work suggests that signatures of selective sweeps in PRDM9 relative to those in its targets should provide a method for calibrating the strength of fertility selection on recombination.

## Data availability

Both Mathematica notebooks used to implement the different deterministic models and the C++ code used to implement the different stochastic models can be found in 10.5281/zenodo. 8098998.
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## Appendix

## A.1. Modelling the interaction of recombination and gene conversion

The precise form of the recursion equation (1) depends on assumptions on interactions between recombination-between PRDM9 and its target-with gene conversion-at the target. In the main text, we assumed that PRDM9 and its target sit on the same chromosome and thus it is most appropriate to consider recombination between the pair of homologous chromatids experiencing a double strand break but not the other pair. If we assume that PRDM9 and its target sit on different chromosomes, then recombination between all four chromatids has to be taken into account. In this case, the term $r_{m}\left((1-c) F \overline{\bar{b}}_{i j, k l}+\left(1-\overline{\bar{b}}_{i j, k l}\right)(1-f)\right)$ in the last line of Eq. (1) has to be replaced by $r_{m}\left(\left(1-\frac{1}{2} c\right) F \overline{\bar{b}}_{i j, k l}+\left(1-\overline{\bar{b}}_{i j, k l}\right)(1-f)\right)$. Notice that the only effect of changing these assumptions on the recursion equations, as given by (5) or the resulting matrix form (15), is that the effective recombination rate $\delta_{r_{m}}$ in (9) becomes
$\delta_{r_{m}}=\left(1-\frac{1}{2} b\right)(1-f) r_{m}+\frac{1}{2} b\left(1-f\left(1-r_{t}\right)\right)\left(\frac{1}{4} c+\left(1-\frac{1}{2} c\right) r_{m}\right)$.

Thus, if $r_{m}=\frac{1}{2}$ and $r_{t}=1$, we obtain $\delta=\frac{1}{2}\left(1-\left(1-\frac{1}{2} b\right) f\right)$, which, as expected, is slightly larger than in the $\delta$ in (10). The qualitative properties of the dynamics remain unchanged. Quantitatively, there is slightly less linkage disequilibrium and the basin of attraction of the stable limit cycle is slightly increased.

## A.2. Equilibria in the absence of mutation

Here we show that in the absence of mutation and if $\beta \neq \gamma$, no other equilibria than the four corner equilibria and the internal equilibrium $\mathbf{x}^{* 5}$ exist. From Eq. (21a) we infer that equilibria must satisfy $p=0$ or $p=1$ or $q=\frac{1}{2}$. If $p=0$ or $p=1$, then $D=0$ must hold (otherwise the equilibrium is not in the state space, the simplex). Therefore, (21b) yields $q=0$ or $q=1$, whence (21c) yields $\Delta D=0$.

Now assume $q=\frac{1}{2}$. Then (21b) yields $p=\frac{1}{2}$ at equilibrium. Substituting $p=q=\frac{1}{2}$ into the right-hand side of (21c) yields the cubic equilibrium condition
$(1+2 \beta D)\left[(\gamma-\beta) D^{2}-\delta D-\frac{1}{16}(\gamma-\beta)\right]=0$.
The solution $D=-1 /(2 \beta)$ is not admissible because then $\bar{w}=0$ by (20). The remaining quadratic has the solutions
$D_{0}^{*}=-\frac{\sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}-2 \delta}{4(\gamma-\beta)}$
and $-\frac{\sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}+2 \delta}{4(\gamma-\beta)}$, but the latter is not admissible because its value is outside the interval $\left[-\frac{1}{4}, \frac{1}{4}\right]$ under the parameter constraints (19). Therefore, the only internal equilibrium is $\mathbf{x}^{* 5}$, and it has the coordinates $p=q=\frac{1}{2}$ and $D=D_{0}^{*}$. We note that $D_{0}^{*}$ is negative if and only if $\gamma>\beta$ (cf. Úbeda et al., 2019). Therefore, there exist precisely five equilibria

The case $\beta=\gamma$ is degenerate (but only in the absence of mutation!). Simple calculations show that then the line segment $q=\frac{1}{2}, D=0$, and $0<p<1$ consists of internal equilibria, and on the boundary $p=0$ and $p=1$ (with) $D=0$ ) are lines of equilibria.

## A.3. Equilibria with weak mutation

A weak-mutation approximation or a weak-mutation perturbation of an equilibrium is achieved by assuming $\mu_{A}=\epsilon m_{A}$ and $\mu_{B}=\epsilon m_{B}$, where $m_{A} \geq 0$ and $m_{B} \geq 0$ are fixed, and then performing a series expansion of the relevant expressions to first order in $\epsilon$. Finally, the substitutions $m_{A} \rightarrow \mu_{A} / \epsilon$ and $m_{B} \rightarrow$ $\mu_{B} / \epsilon$ yield the desired approximation or perturbation in terms of the original parameters. The coordinates of the perturbed corner equilibria can be computed readily (see Supplementary Mathematica notebook, Section 3.2, where also the linear stability analysis can be found). To leading order in $\mu_{A}$ and $\mu_{B}$, they are given by
$x_{1}^{* 1} \approx 1-\left[\mu_{B} \beta+\mu_{A}(\beta-\gamma)\right] \frac{1+\beta}{\beta(\beta-\gamma)}$,
$x_{2}^{* 1} \approx \mu_{B} \frac{1+\beta}{\beta-\gamma}$,
$x_{3}^{* 1} \approx \mu_{A} \frac{1+\beta}{\beta}$,
$x_{4}^{* 1} \approx 0$
and those of $\mathbf{x}^{* 4}$ are symmetric, i.e.,
$x_{1}^{* 4}=x_{4}^{* 1}, x_{2}^{* 4}=x_{3}^{* 1}, x_{3}^{* 4}=x_{2}^{* 1}, x_{4}^{* 4}=x_{1}^{* 1}$.
With or without mutation, there always exists a symmetric internal equilibrium, which we denote by $\mathbf{x}^{* 5}$. We start by presenting its coordinates. Because the probability that no mutation occurs is $\left(1-2 \mu_{A}\right)\left(1-2 \mu_{B}\right)$, the total mutation probability is
$\mu_{\text {tot }}=1-\left(1-2 \mu_{A}\right)\left(1-2 \mu_{B}\right)$.
Then the symmetric internal equilibrium is given by (Supplementary Mathematica notebook, Section 3.5)
$p^{*}=q^{*}=\frac{1}{2}$
and
$D^{*}=\frac{2 \delta\left(1-\mu_{\mathrm{tot}}\right)+2 \mu_{\mathrm{tot}}-\sqrt{R}}{4(\gamma-\beta)-4 \mu_{\mathrm{tot}}(\beta+\gamma)}$,
where
$R=4\left[\delta\left(1-\mu_{\mathrm{tot}}\right)+\mu_{\mathrm{tot}}\right]^{2}+\gamma^{2}\left(1-\mu_{\mathrm{tot}}\right)^{2}-2 \beta \gamma\left(1-\mu_{\mathrm{tot}}\right)+\beta^{2}\left(1-\mu_{\mathrm{tot}}^{2}\right)$.

It is straightforward to show that $D^{*}<0$ if and only if $\gamma>\beta$ (also in the degenerate case when $\mu_{\text {tot }}=\frac{\gamma-\beta}{\beta+\gamma}$ ), $D^{*}>0$ if and only if $\gamma<\beta$, and $D^{*}=0$ if and only if $\gamma=\beta$.

In the degenerate case $\mu_{\text {tot }}=\frac{\gamma-\beta}{\beta+\gamma}$, one obtains
$D^{*}=-\frac{\beta(\gamma-\beta)}{8(\gamma-\beta+2 \beta \delta)}$,
which is also negative because this case requires $\gamma>\beta$.

Assuming weak mutation, we observe that $\mu_{\text {tot }} \approx 2\left(\mu_{A}+\right.$ $\mu_{B}$ ). A simple perturbation analysis, as outlined above, yields the following first-order approximation for $D^{*}$ :
$D^{*} \approx D_{0}^{*}+\left(\mu_{A}+\mu_{B}\right) D_{1}^{*}$,
where
$D_{1}^{*}=\frac{2(\gamma-\beta+2 \beta \delta)\left(\sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}-2 \delta\right)-\beta(\gamma-\beta)^{2}}{2(\gamma-\beta)^{2} \sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}}$,
and $D_{0}^{*}$ is given in (A.3). Recall from above that $D_{0}^{*}<0$ if and only if $\gamma>\beta$. Because the coefficient $D_{1}^{*}$ of $\mu_{A}+\mu_{B}$ is positive if and only if $\gamma>\beta$, we find that mutation weakens linkage disequilibrium by reducing the absolute value of $D^{*}$.

Finally, we derive an explicit expression for the population mean crossover probability $\bar{r}_{t}$ at the internal equilibrium $\mathbf{x}^{* 5}$. What is of relevance is $\bar{r}_{t} / r_{t}=\frac{1}{2} b\left(x_{1}+x_{4}-D\right)$. If $p=q=\frac{1}{2}$, it follows from the transformations between gamete frequencies and allele frequencies and LD (Section 2.2.2) that $x_{1}+x_{4}-D=$ $\frac{1}{2}+D$. Substituting $D$ by the above expression for $D^{*}$ in (A.8a), we obtain to leading order in $\mu\left(=\mu_{A}=\mu_{B}\right)$ :

$$
\begin{align*}
\bar{r}_{t} / r_{t}= & \frac{1}{4} b\left[1-\frac{\sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}-2 \delta}{2(\gamma-\beta)}\right. \\
& \left.+\mu \frac{2(\gamma-\beta+2 \beta \delta)\left(\sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}-2 \delta\right)-\beta(\gamma-\beta)^{2}}{2(\gamma-\beta)^{2} \sqrt{(\gamma-\beta)^{2}+4 \delta^{2}}}\right] \tag{A.9}
\end{align*}
$$

If $\gamma>\beta$, this is always less than $\frac{1}{4} b$, thus less than $\frac{1}{2}$ of its values at an active hotspot (when $x_{1}$ or $x_{4}$ is close to 1 ). Note that with stronger mutation, $\bar{r}_{t} / r_{t}$ increases (very slightly).

## A.4. Attractors exhibit negative linkage disequilibrium if $\gamma>\beta$

Throughout this subsection, we assume $\gamma>\beta$ and $\delta \geq \beta$. However, a simple calculation shows that the latter is satisfied whenever $\gamma>\beta$. As a first step, we prove that $D \geq 0$ implies $\Delta^{(r s)} D \leq 0$ and $\Delta^{(r s)} D=0$ only on the edges at which one locus is fixed. Let $D \geq 0$. The right-hand side of (21c) can be written as $d_{1}+d_{2}+d_{3}+d_{4}$, where
$d_{1}=-(\gamma-\beta) p(1-p) q(1-q)+(\gamma-\beta) D^{2}$,
$d_{2}=-[1+\beta(2 p-1)(2 q-1)][\delta+\beta(2 p-1)(2 q-1)] D$,
$d_{3}=-\beta p(1-p)[\gamma-2(\beta+\gamma) q(1-q)] D+2 \beta(\gamma-\beta) D^{3}$,
$d_{4}=[\beta(\gamma-3 \beta)(2 p-1)(2 q-1)-2 \beta \delta] D^{2}$.
Because $D^{2} \leq p(1-p) q(1-q)$ and $\gamma>\beta$, we have $d_{1} \leq 0$ and $d_{1}=0$ only if one of the allele frequencies vanishes. Because $\beta<\min \{\delta, 1\}$, each of the two factors in brackets is positive and we conclude that $d_{2} \leq 0$ if $D \geq 0$. Next, we rewrite $d_{3}$ as
$d_{3}=-\beta D\left\{\gamma p(1-p)-2(\beta+\gamma) p(1-p) q(1-q)-2(\gamma-\beta) D^{2}\right\}$.
Then, because $D^{2} \leq p(1-p) q(1-q)$, we derive

$$
\begin{aligned}
& \gamma p(1-p)-2(\beta+\gamma) p(1-p) q(1-q)-2(\gamma-\beta) D^{2} \\
& \quad \geq \gamma p(1-p)-2 p(1-p) q(1-q)[(\beta+\gamma)+(\gamma-\beta)] \\
& \quad=\gamma p(1-p)[1-4 q(1-q)] \geq 0 .
\end{aligned}
$$

Therefore, $d_{3} \leq 0$. Finally, we have $\beta(\gamma-3 \beta)(2 p-1)(2 q-1)-$ $2 \beta \delta \leq \beta(|\gamma-3 \beta|-2 \delta)$. If $\gamma \leq 3 \beta$, then $|\gamma-3 \beta|-2 \delta=$ $3 \beta-\gamma-2 \delta=2(\beta-\delta)+\beta-\gamma<0$. If $\gamma>3 \beta$, then $|\gamma-3 \beta|-2 \delta=\gamma-3 \beta-2 \delta<0$ by using $\delta \geq \frac{1}{2} \gamma$ from (19). This shows that $d_{4} \leq 0$. Therefore, $\Delta^{(r s)} D \leq 0$ if $D \geq 0$ and $\Delta^{(r s)} D<0$ unless at least one of the alleles is absent.

If mutation is weak (but present), so that the higher-order mutation terms in (22c) can be ignored, it follows immediately that $\Delta D<0$ if $D \geq 0$. In a similar way it can be proved that $D^{\prime}<0$ if $D<0$ (see Supplementary Mathematica notebook, Section 2.5). Hence, trajectories not only enter the region $D^{\prime}<0$ but also remain there. Therefore, the statement that attractors exhibit negative linkage disequilibrium follows.
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